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1.1      Wireless communications 

Quarterly Report for NAVCITTI7/30/00 
Smart Antenna Research 
Jeffrey H. Reed and Bill Tranter 

Mobile and Portable Radio Research Group 

Project Background 

The goals of our smart antenna effort are to 
1. Create a Smart Transmit and Receive Antennas Test Beds and Demonstrate 

■ Anti-jam capability 
■ Increased capacity 
■ Extended range 
■ Low probability of intercept (LPI) 
■ Reduced fading 
■ Lower transmit power (increased battery life) 

2. Create a Space-Time Coding Test Bed and Demonstrate 
■ Improved throughput 
■ More reliable communications 

3. Perform Vector Channel Modeling to create 
■ Design & deployment tools 
■ Speed network simulations 

Efforts for the Quarter and Accomplishments 

During the first quarter we did an initial investigation of the hardware necessary to create 
the test beds. This included the creation of a two-element transmit smart antenna test bed 
based on two Modular Radio Components (MRCs) produced by Rockwell. These 
components are the fundamental building block of the transmit smart antenna and space- 
time coding test beds. 

We also tested our 4-element vector measurement system (a smart receive antenna array), 
a key element in our space-time coding test bed. Some initial measurements have been 
obtained for an indoor environment and the data is currently being analyzed. We are in 
the process of determining the parameters of the measurements that are necessary to 
support creating the Markov channel models. These models will greatly speed 
simulations involving smart antennas placed in a network. 

Figure 1 provides a description of an example indoor environment in which a test was 
performed. The whole system was set up in room 618 of Whittemore Hall at Virginia 
Polytechnic Institute and State University. The transmitter was set so that there was a 
line of sight with the receiver. The channel provided a direct path as well as different 



multipaths bouncing off from the walls, metallic objects and other sources of scattering. 
The transmitter-receiver separation was about six feet. 
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Figure 1. Demonstration environment 

Power measurements were done on the received signal for both the diversity system and 
single-antenna systems. The received data was processed to generate the cumulative 
distribution function (CDF) plots that show the probability that an SNR will be above a 
certain threshold. Figure 2 shows the instantaneous received power plots and the 
corresponding CDF plots for a particular setting of the measurement system. These plots 
conservatively represent the gains provided by the smart antenna since the line-of-sight 
component is strong in this instance. We expect to see about 9 dB of gain in non-line of 
sight conditions. 
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Figure 2. Instantaneous power plots and CDF plot for one data collection 

Activities during the quarter: presentations, publications, workshops, 
visits, attending / sponsoring conferences, symposia. 

Poster presentations were made on the vector propagation measurement system and the 
smart antenna test bed at the June MPRG Symposium on Wireless and Personal 
Communications. In July we demonstrate a rudimentary two-element smart transmit 
antenna to DARP A. Furthermore, we have also been in contact with Rich North of 
SPAWAR, San Diego, to transition some of the material from our research into 
educational material that would benefit the Navy. 

Plans for next quarter. 

Next quarter we plan on refining our transmit smart antenna demonstration. If Rockwell 
is able to fix the non-linear problems with the MRCs we will proceed to add two 
additional MRCs to the test bed and include amplitude adjustments in the adaptive 
algorithms. Additional test will be conducted to gain more experience with the 
performance of smart transmit antennas at handsets. 



Additional propagation data will be collected using VIPER, the 4-element receive smart 
antenna. This data will be processed and used to help create the Markov vector channel 
models Markov models use measurement data to create an on or off channel state for a 
system and can greatly reduce the complexity of the physical layer when doing network 
level simulations. The vector channel Markov model will provide this on/off state tor 
modeling an adaptive antenna array within network simulations. The measurement data 
is necessary to create this Markov model and will also be used in our analysis of the 
trade-offs between time processing and space processing for exploiting multipath. 

Our algorithm development efforts will focus on wideband techniques for space-time 
processing  We plan on having an extensive set of simulations demonstrating the 
performance of wideband smart transmit antenna algorithms. Likewise, we will begin 
investigating space-time coding algorithms in simulation for eventual deployment on our 
hardware test bed. 

We plan to present papers at a workshop in August sponsored by TI on our smart antenna 
work. We plan on following up this presentation with the submission of a journal paper 
on smart transmit antennas. 

Issues 

We are concern that the non-linear characteristics of the MRC transmitters will limit the 
capabilities of our test beds. We are able to adjust the phase accurately, but amplitude 
characteristics are non-linear. Rockwell has been informed of the problems with the 
MRCs and has committed to fixing the problems. Their first attempt at this has met with 
limited success, but we will continue to push Rockwell to fix these problems. 
Contingence plans are being made to produce our own transmitters if Rockwell is unable 
to fix the problems with the MRCs. 



1.2 Multifunction Antennas 

Wordnavy/nav7-00.doc 8/7/00 

RESEARCH PROGRESS FOR THE FIRST QUATER OF YEAR 2 
FOR NAVCHTI PROGRAM ELEMENT 1.2, 

Wideband Antenna Research 

Warren Stutzman, William Davis, Randall Nealy, Carey Buxton, Ko Takamizawa, 
and Seong-Youp Suh 

Antenna Group 
Electrical and Computer Engineering Department 

www.ee.vt.edu/antenna 

This report describes progress during the first quarter (May 1 - July 31, 2000) of Year 2 
on the wideband antenna research portion of the NAVCHTI program. Our work is in 
three areas: development of measurement and analysis capability for wideband antennas, 
research on wideband element antennas, and research on wideband antenna arrays. This 
report discusses those areas. In addition, we have expanded our industrial involvement. 
Harris Corp. is building and testing wideband array antennas in cooperation with VTAG. 
Also, Northrop Grumman became a VTAG Industrial Affiliates and is very interested in 
wideband arrays for their programs that include Navy activities. 

Task 1.2.1 Completion of the Test Facility 

A few hardware and software anomalies remain in the near field scanner. The equipment 
is under warranty and the vendor is coming to correct these. Calibration efforts have 
produced good results. A paper was presented at a national meeting describing the initial 
results from anechoic chamber measurements. [1] Measurements were made for a 
microstrip antenna using both near field and far field anechoic chamber pattern data as 
well as pattern data measured with NASA Langley's anechoic chamber. Good agreement 
was obtained. 

Task 1.2.2 Wideband Element Antenna Design 

Efforts to improve the performance and bandwidth of planar dual polarized, compact 
radiating elements continued by investigating variations of the Foursquare antenna. 
VTAG simulated many structures to understand geometric parameter influences. One 
form, the Fourpoint antenna, that showed excellent results in simulation was constructed 
for 6-12 GHz operation. The reflection coefficient was measured using a 180° hybrid to 
generate a balanced feed to the antenna. The measured data and simulation data are 
compared in Fig. 1.3.2-1. 
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(b) Measured reflection coefficient. 

Figure 1.2.2-1 Reflection coefficient of the Fourpoint Antenna operating at 6-12 GHz 

The radiation pattern and gain of the Fourpoint Antenna operating at 6-12 GHz were 
computed using a commercial code, Fidelity. We found through comparisons to 
measured data that the antenna pattern and gain obtained from Fidelity are not accurate. 
However, the results are acceptable for estimating the patterns and gain. Fig. 1.2.2-2 
shows the E-plane and H-plane patterns of the Fourpoint antenna at selected frequencies 
(6, 8 10, and 12 GHz) in the band. The E-plane pattern represents the pattern computed 

a plane through the radiating portion of the element and the H-plane pattern in 



corresponds to the plane through parasitic portion of the element. There is no significant 
pattern variation over the band in both planes. 
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(a) Computed E-plane pattern of the Fourpoint Antenna 
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Figure 12.2-2 Antenna patterns of the Fourpoint Antenna operating at 6-12 GHz 

Fig. 1.2.2-3 shows the calculated gain in E, H-planes; the values are very close each 
other, as they should, and are constant over the band. The curve with diamonds 
represents gain in the E-plane and the curve with squares represents H-plane gain. 
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Figure 1.2.2-3 Antenna gain of the Fourpoint Antenna operating at 6-12 GHz 

We also improved the performance of the dual-band Fourpoint antenna this quarter. The 
dual-band Fourpoint antenna reported in last quarterly report was operated in two bands: 
AMPS (824-894 MHz) and PCS (1820-1990 MHz). The antenna geometry was modified 
to obtain multi-band operation to include the AMPS, GSM (890-960 MHz), DCS (1710- 
1880 MHz), and PCS bands. The measured impedance and VSWR of the multi-band 
Fourpoint antenna are shown in Fig. 1.2.2-4. The impedance bandwidth of the modified 
Fourpoint antenna covers both 810 MHz-1030 MHz and 1440 MHz-2200MHz at a 
VSWR value of 2. However, the VSWR over the four bands does not exceed 1.7. The 
multi-band Fourpoint antenna has several applications where multi-band operation i^ 
required. There are several such cases of interest to the Navy. Our research shows that 
the Fourpoint antenna can be designed to cover bands of interest to the Navy. 
Applications include both shipboard and airborne antennas, and terrestrial base station 
antenna supporting quad-band operation as well as orthogonal linear polarizations for 
polarization diversity. 
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(a) Impedance of the multi-band Fourpoint Antenna 
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Figure 1.2.2-6 Impedance and VSWR of the multi-band Fourpoint Antenna 

Task 1.2.3 Wideband Element Antenna Measurements 

The multi-band Fourpoint antenna is being constructed and will be measured during the 
next quarter. The scanner will be used to measure the antenna pattern so that the 
measurement results can be compared with simulation results. 

Task 1.2.4 New Approaches to Wideband Antennas 

The 3x3 Foursquare Array is currently being analyzed using the in-house FDTD code. 
The tight spacing of the array creates strong mutual coupling between the elements. The 
effect of the mutual coupling on the far-field pattern of the array was calculated using the 
FDTD code. The E- and H-plane patterns from 3.52-7.04 GHz are shown in Figures 
1.2.4-1 and -2 for the fully excited 3x3 Foursquare array. The H-plane half-power 
beamwidth is between 25° and 40° over the specified frequency band. The E-plane half- 
power beamwidth is between 18° and 30° over the specified frequency band. 

12 



0 

-5 

-10 

-15 

T3       -20 

43       "25 
3 
+j 

'S,      -30 

^       -35 

-40 

-45 

-50 

       1 ■    '         l ^^v. I                       i 

•Vi-V.-...; • 

3.52 GHz 
3.94 
4.37 
4.79 
5.35 
5.77 
6.20 
6.62 
7.04 >iwl 1 PW/f 1  ' . 

-1.5 -0.5 0.5 1.5 

Angle (Radians) 

Figure 1.2.4-1 E-plane pattern of fully excited 3x3 Foursquare array. 
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Figure 1.2.4-2 H-plane pattern of fully excited 3x3 Foursquare array. 
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Task 1.2.5 Array Antenna Investigations 

The Foursquare antenna is an ideal choice as an element in a planar array. The Foursquare elements are 
typically fed with a balanced feed using two coaxial cables. Our investigation showed that there is some 
interaction between the feed and the antenna elements in the array of balance fed elements. We 
investigated the effects of feed-element interaction for a 3x3 array of Foursquare antennas using 
electromagnetic modeling and network modeling. The antennas were simulated using the commercial code 
IE3D which is based on 2.5D Method of Moment. The simulations were conducted using infinite 
dielectiic layers and infinite ground plane. Two types of feeding conditions were investigated: 1) all 9 
elements fed with coaxial cables (see Fig. 1.2.5-la) and 2) the center element is fed with coaxial cables and 
the surrounding 8 elements are terminated with 100 ohm chip resistors (see Fig. 1.2.5-lb). 

z /—X, \u X «P 
Coaxial 

Feed 

(a) 

Chip 
Resistors 

Coaxial 
Feed 

(b) 

Figure 1.2.5-1 Geometry and feed configurations of 3x3 array of Foursquares simulated. 

Fig 1 2 5-2 shows the radiation patterns for the two feed configurations of Foursquare array mid band in 
the operational band and the radiation pattern of isolated Foursquare element at the same frequency. It 
shows that when all antenna elements are connected with coaxial cables, there is a significant degradation 
in radiation pattern shape and in gain due to coupling. The pattern degradation is a function of frequency. 
These results are consistent with experimental observations made at Harris. Smce the radiation pattern 
degradation is minimum for the chip resistor terminated array as show in Fig. 1.2.5-2(b), it is hypothesized 
that the outer shields of the coaxial feed support the common mode currents on the elements surrounding 
the center Foursquare. 

14 
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Figure 1.2.5-2 Active element patterns calculated with IE3D for a Foursquare array and an isolated 
Square element, a) 3x3 array of Foursquares with all nine elements connected with coaxial cables, b) 
3x3 array of Foursquares with center element connected with coaxial cables. 

Future work is necessary to determine the detailed mechanism of the pattern and g^ degradations. 
SnedficaUv 3x3 arraTof Foursquare elements implemented at Harris for their test bed will be the 
SÄendSd studied currents on the outer shields of the coaxial feeds will be conducted for 
various feeding and feed termination conditions using the simulation. Then, assessments based on the 
ZuTtionTesSts will be made on the pattern degradation effects in the fully active array of Foursquare 

elements. 
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1.3 Secure Configurable Platform 

Peter Athanas 
Associate Professor 

Virginia Tech, Dept of Electrical and Computer Engineering 
Blacksburg, Virginia 

http://www.ee.vt.edu/atlianas 

(1) Background 

The purpose of this project is to demonstrate the viability of a potentially highly adaptable low-cost 
technology for naval information management and communications systems. It is the mtent of tins project 
to demonstrate an alternative means of collecting, processing, storing, and transmitting information 
securely throughout the next-generation seaborne naval platforms. 

The technology featured in this task has been chosen based upon the following criteria: 
(1) The focus of this project is on information management The processing power of the 
underlying platform should be sufficient to address a variety of demanding computational tasks_ 
(2) The processing platform should utilize commodity (high production volume) components. The 
intent here is to reduce per-unit costs, manufacturing cost, and time-to-deployment as new devices 

(3)°The hardware technology should be multifunctional, and be capable of fulfilling the operations 
of perhaps a variety of tasks with litue or no modifications. The intent of this is to derive 
economy-in-scale by having one deliverable satisfy possibly several requirements. The system 
should handle data in a secure manner. System resources should be protected from umntentional 
(friendly misuse of system resources) or intentional (protection of software and hardware against 
theft and reverse engineering) threats. 

(2) Planned Effort 

The stated objective for this quarter was to acquire two configurable radio front-ends as well as a new 
generation configurable computing board. These are to be integrated into a typical PC platform. 
In the proposal, we had stated our plan of using the Rockwell MRC for perforating tins function.   We 
acquired one of these modules for integration, but unfortunately, the price of these modules has mcreased 
ten-fold.   In response to this, we assigned one student to review alternatives before we commit to this 
platform. 

(3) Accomplishments 

Our approach to this project requires a hardware system that is capable of adapting to data traffic while 
running This system should be able to examine traffic flowing through it and modify itself to provide 
optimal support for that information. Field-Programmable Gate Arrays (FPGAs) provide the type of 
reconfigurabüity desired, as they allow for both task-specific pipelines and traditional^RISCprocessors to 
be embedded and modified. As a result, it was decided to use a currently available FPGA-based platform 
to support this project. 

Several FPGA-based reconfigurable platforms were investigated, including Annapolis Microsystem's 
Wildstar and Wildforce boards, and the University of Southern California's Information Sciences Institute s 
SLAAC1V system While all three platforms are host-based, the goal of this research is to develop a system 
that does not depend on the host, and is instead entirely self-contained within the chosen platform. The 

17 



Wildforce board was the first platform examined. It contains FPGAs that ^.^^^^ 
reconfiguration, however, and was rejected. The Wildstar board was examined next. Unfortunately, it has 
soSoTinterface problems that might significantly delay the project and was also rejected. 

Finallv the SLAAC1V platform was investigated and chosen for development It contains XUinx Virtex 
ÄÄÄ reconfiguration of the system while running. It -»KÄÄSJ 
hardware for configuration control, allowing for operation independent of the host. Finally, the SLAAC1V 
platform comes with full access to the existing API and hardware schematics. 

Once the hardware was chosen, processor mappings were examined to ^^^J^XSss^s 
demented on the SLAAC1V platform. The processing system proposed classifies and processes 
Ztuo^t £. uaffic in a pipelined fashion. The processing portion of the pipeline is conned m 
?S3?5SStaea can be reconfigured while running to provide an optimal processing solution. The 
elationpSm is contained ta . second FPGA and can identify new data streams and adapt 
the system to handle them accordingly. 

A basic version of this processor was developed using Java Hardware Description Language (^L). The 
JÄ iSmge pSes for rapid development of structural models, allowing a simple version of 
SoS syS tobe quickly developed and simulated. This model was not embedded in ifce 

Showlr, due toVobLns interfacing **««■* ^^^oZ^C^y Ms 
existing code was written inVHDL and already embedded in some of tiie FPGAs. t^urrentiy» uus 
Snl sy^em SUP^ code is being modified to provide sockets for additional features. Once the sockets 
aSSaWe! the processor will be r^rted to VHDL for a more straightforward implementation. 

Atthenresenttime the configuration control interface (CCI) is being developed. An existing CCI allowed 
ttsEo^b?5ntiolkrb?Thost via addressable registers. This interface has been emended to allow 
for IZräfiliation of reconfiguration. The on-board controller uses the existing addressable registers to 
perform the operations previously available only from the host system. 

In the final system, the configuration controller will govern system adaptation. Configuration irdbrmation 
wnl be^rSTnTon-board memory associated with the controller, and additional ?<^ **^ 
adlTto the CCI to allow for reconfigmation requests and configuration store i*da e requests When a 
witem orocessine element determines that a new configuration is needed, it will use the CCI to send a 
rCe" toTSgSn controller. The controller will then perform the tasks necessary to reconfigure 

the system as requested. 

Once the configuration controller has been fully realized and embedded in the system, attention wfflte 
tanSi to ihe cSfication portion of the processor. This is the part of the processor that will identify 
StSc Lnd? toTapp^priate processing channel, and initiate configuration requests. Tne classifier 
wlu sWe an F?GA with the host interface, and once again require modification of existing code. 

Finally, the data processing channels can be developed. They will be contained within their own FPGA, 
and do not require adaptation of existing SLAAC1V code. 

(4) Objective Importance 

This objective must be resolve before the detailed physical design phase begins. 

(5) Activities 

We had one meeting in June at TECSEC headquarters in Vienna, VA with Frank Adamouski (TECSEC) 
and Frank Deckelman (ONR) which served as a kick-off meeting. 

(6) Plans for Next Quarter. 

18 



We are cuirently implementing a MIPS RISC core onto our platform which will serveas toe means of 
executing the TECSEC Cryptographic Key Management software. We will work with TECSECto cross- 
compile their x86 code to our custom processor. The mechanism of transfer will be object files. In 
addition, we will connect the radio front-end to the SLAAC1V processing engine, and prototype the 
stream controller. 

(7) Issues 

There are no issues. 
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2.1      Command & control visualization 

Dr.Ronald D. Kriz 
NAVCHTI Quarterly Report 

Project 2.0: Visualization HCI and Collaboration 
Task 2.1:   Command and Control Visualization 

SOW: 2.1.1  Identify working simulation models used by NUWC 

Significant progress has been made on improving the CAVE Collaborative Console (CCC) with new HCI 
id Computer Interaction) features. Specifically a common desktop to CAVE^menu mterface was 
designed and implemented to encourage collaboration across platforms. The upgraded CCC was mstaUed 
and tested on the Immersive-Desk at Dam Neck NAVSEA HPC (High Performance Computer Center) as 
part of the Collaborative Engineering Environment project. The CCC was used to link DAM Neck s; I- 
Desk with Virginia Tech's CAVE. This upgrade was made possible by incorporating the X-Wand 
software so that CAVE users could function similar to the desktop user. 

http://www.sv.vt.edu/future/cave/software/ccc 

Significant progress has also been made on the development of the DIVERSE (Device Independent Virtual 
Environment: Reconfigurable, Scalable and Extensible) toolkit and graphics interface to Performer which 
Site used for both the NUWC (year-2) and Digital Ship (year-3) NAVCim project Presently 
DIVERSE is being merged with VRPN (a tool used extensively at *e NRL VE Lab) tc>hnk an arraj-of 
devices in a distributed-shared coUboartive environment Future work will include CCC HCI features 
such as participant fists, 2D-and 3D-radars, and teleportation, into DIVERSE An improved HCI 
desktop CAVE simulation interface called "Persona" is designed to facilitate desktop users of shared 
virtual environments. 

http://www.diverse.vt.edu 

Under the direction of Dr. Larry Rosenblum we are waiting clarification of exact sonar simulation modek 
from NUWC (Naval Undersea Weapons Center: Contact Ann Silva) to be mcorporated into the DIVERSE 
collaborative interface that will connect desktops, Immersive- Workbenches, Head Mounted Display 
(HMD) and I-Desks with simulations running on remote-site HPC (High Performance Computers). A. 
working Web-based prototype of and wave propagation simulation that could be extended tc»sonar 
simulation has been developed into a working prototype: section "simulation results This particukr 
prototype is based on a three-tier network architecture that allows remote-site users ( client) to access 
simulation models on a centralized computer ("server") that submits simulation jobs to supercomputers 
("distributed- HPC-Resource") across the internet 

http://www.jwave.vt.edu/crcd/kriz/examples/example7 
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2.2      Visualization and HCI 

Hix/Gabbard 
Quarter 1 Year 2 - Progress report 

Background 
Virginia Tech has a long-term collaboration with NRL (Dr. E. Swan, Dr. J. Templeman, et aL) to research 
hunian-computer interaction (HCI) issues in virtual environments (VEs). Our recent work, funded by ONR and 
NRL and presented at the VR'99 Conference (the premiere international VR conference), was awarded Best 
Technical Paper" of the conference by popular vote of conference attendees. Our work is conducting empirical 
studies to produce generalizable guidelines for designing VE user interfaces. The studies are using a map-based 
battlefield visualization VE called "Dragon", and include comparative evaluations of parameters for such 
critical VE design issues as stereopsis vs. non-stereopsis, ego-centric vs. exo-centric navigation, and platform 
(Immersive Workbench vs. desktop vs. CAVE™). This prior and on-going work places us in an especially   ^ 
advantageous position to uniquely contribute to the proposed Digital Ships integrated testbed that is the glue 
for this NAVCIITI research 

We are using the Dragon software to explore use of eye tracking in VEs, producing and expanding guidelines 
for VE user interface design. To our knowledge, eye tracking has not been incorporated mto a CAVE or an 
IWB elsewhere much less systematically studied within these VEs. These issues are especially critical for 
(human-centric) design and evaluation of our Digital Ship concept. The objective of our two-year proposed 
research is to concurrently explore two different facets of eye tracking: 

(1) use of eye tracking for data collection for usability analyses of VEs and 
(2) use of eye tracking as a multi-modal interaction technique in VEs. 

Accomplishments for this quarter. 
We have developed software to integrate our ISCAN eye tracking system with almost any combination of 
VE display and input devices. We accomplished this by integrating previously developed eye tracking 
software with DIVERSE (also under development as part of NAVCIITI). The current version ofthe 
software supports low level data acquisition and logging, calibration on desktop, IWB and CAVE 
systems, as well as identification and logging of eye-based events such as fixations and saccades. 

Developing eye tracking software within the DIVERSE paradigm supports our main NAVCIITI goals and 
tasks, both short-and long-term. Additional details are given below. 

Task 1: Integrate eve tracker into Dragon software on multiple hardware 
platforms 
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ThP generic nature of DIVERSE allows the eye tracking software to be incorporated with any SGI 

thTwü?fS exacüy how eye traddng information is used within Dragon (e.g., what type of multi- 
modal interactions are most appropriate). 

Task 2: Explore use of eve tracing for data collection for usability analyses 

DWERSE's support for abstracted VE displays allows us to create a single piece of visualization software 
mSpoi Sntation ofeye tracking data and analysis on a number of display devices. Currently an 
SS?^?^hasdspla7edtotheVEuser. A separate evaluator's view is under construction that 

scene augmented with eye tracking analysis in real-time on a separate desktop, IWB, ImmersaDesk or even 
Sw eSnmeTMoreover, the evaluator's view can be displayed anywhere a network connection „ 
av^blTISocally or remote. We expect these features will be extremely valuable in the conung 
mSsas webegSfscope the evaluation^ Digital Ships Testbed components (currently slated for 

NAVCirnyear3). 

Task 3: Explore use of eve timckme as multi-modal interaction technique in 

VEs 

DIVERSE supports a number of networked VE input devices, and thus is well-suited to support VE multi- 
S2f Currently, the eye tracking software is coupled with DIVERSE motion trackmg, 
allowing exploration of gesture and eye-based interaction techniques. 

In addition to our software accomlishrnents, our hardware, the Oynx2, has undergone refinement and 
confiSon to support a more flexible and extensible research and development environment. ms task 
SdS developing a rich set of stereoscopic display support for both the desktop display and IWB. 

We have been working with ISCAN to upgrade our eye tracking at no additional co^^j£b^f
d 

fitters (constructed oufof plastic) will be replaced by glass filters to improve^vm**«*«^ * 
the eye tracking systems. The systems will be upgraded during the move to the ACITC building (see 

below). 

Activities during this quarter. 
31 May - 2 June 2000: Presentation in Washington DC, 6.2 Program Review. 

22 June 2000: Presentation in Blacksburg VA, ONR NAVCim Review. 

April 2000- Attended VR2000 Conference, the premiere international conference °" ^x
e«T°nments' 

New Brunswkk NJ. Was co-leader for heavily attended workshop on Perceptual and Multi-Modal 

Interfaces. 

Plans for next quarter. 
These will include getting the IWB taken apart, moved, and set back up in the new ACITC building on- 
c^pShlve8Sgfi^ to movetiie IWB and Onyx2 to the ACITC building. Estimated moving 

date is the week of 21 August. 
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2.31    Collaboration Work Space 
Activity Report: Center for Human-Computer Interaction 

Navy Collaborative Integrated Information Technology Initiative (NAVCOTI) 

14 August 2000 

During June and July, the Center for Human-Computer Interaction continued to extend on-going work on 
software support for collaborative multimedia conferencing, integrating shared notebook, whiteboard, chat, 
visualizations, simulations, video conferencing, etc. 

We focused on Task 2.3.1.1: 

(1)      Develop Java classes that allow a client-side application to query an SQL 
database via a middleware component. Communication between client- 
side classes and middle tier will be implemented with sockets, RMI, or 
CORB A, depending on platform constraints, and will be abstracted to 
allow evolution to new communication layers. Communication between 
middle tier and database will be implemented using JDBC for SQL access. 

We participated in a review on June 21. Sample collaborative database access applications based on the 
classes developed for Task 2.3.1.1 were demonstrated at this meeting. The review was very useful in 
clarifying and confirming our delivered results for Task 2.3.1, but the convoluted misunderstandmgs, the 
preparation for the meeting, and carrying out the requested rewriting of our tasks was also somewhat of a 
drain on our NAVCIITI time and effort. It set us back about 2 weeks. 

We have also begun analysis and design work on Task 2.3.1.2: 

2   Develop Java classes to support archiving and printing of ONR Collaborator whiteboard content 
by creating images from arbitrary JDK 1.1 (or higher) user interface components, as supported by 
the JDK (Java Development Kit). Deliverables consist of classes that support generation of a Java 
Image object containing a snapshot of an arbitrary Java user interface component and conversion 
of the snapshot to a GIF-encoded byte stream Documentation describing structure and use of the 
classes will be included. 

Preliminary work on this task is focused on examining the hmitations of image capture from standard and 
custom Java user interface components, and on reviewing available options for flexible image encoding. 

Publications related to NA VCIITI currently submitted and in review 

Carroll, J.M., Rosson, M.B., Isenhour, P.L., Van Metre, C, Schäfer, W.A & Ganoe, C.H. Submitted. 
MOOsburg: Multi-user domain support for a community network. Internet Research. 

Publications and presentations 

Carroll, J.M. 2000. Making use: Scenarios and scenario-based design. Invited plenary talk ACMDIS'2000 
Conference: Designing Interactive Systems (Brooklyn, New York, August 17-19). 

CarrolL J.M. 2000. Introduction to the Special Issue on "Scenario-Based System Development". Interacting 
with Computers, in press 
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Carroll JM 2000 Five reasons for scenario-based design. Interacting with Computers, in press, (earlier 
version appeared in R.H. Sprague (Ed.), Proceedings of the 32nd Annual Hawaii International Conference 
on System Sciences (Maui, January 5-8). Los Alamitos, CA: IEEE Computer Society, 1999). 

CarrolL J M Chin, G., Rosson, M.B. & Neale, D.C. 2000. The Development of Cooperation: Five years of 
participatory design in the virtual school. ACMDIS'2000 Conference: Designing Interactive Systems 
(Brooklyn, New York, August 17-19). 

Carroll J M & Rosson, M.B. 2000. School's Out: Supporting authentic learning in a community network. 
Presented at IFIP Conference on Information Technology at Home (Wolverhampton, United Kingdom, 
June 28-30). Published in Home Informatics and Telematics: Information, Technology and Society , 
Kluwer Academic Publishers. 

Carroll, J.M., Rosson, M.B., Isenhour, P.L., Van Metre, C, Schäfer, W. A & Ganoe CX 2000. 
MOOsburg Supplementing a real community with a virtual community. In S. Furnell (Ed), Proceedings oj 
the Second International Network Conference: INC 2000. (Plymouth, United Kingdom, July 3-6). 
Plymouth, UK: University of Plymouth, pp. 307-316. 

Chin, G. & Carroll, J.M. In press. Articulating collaboration in a learning environment. Behaviour and 
Information Technology. 

Dunlap, D.R., Neale, D.C. & Carroll, J.M. Teacher collaboration in a networked community. 2000. 
Educational Technology and Society, 3(3), 442-454. 

Go, K., Carroll, J.M & Imamiya, A. 2000. Bringing User's View to Design: Roles of Scenarios in System 
Design, IPSJMagazine, 41(1), 82-87 (Information Processing Society of Japan). 

Helms J Neale DC & CarrolL J.M. 2000. Data logging: higher-level capture and multi-level abstraction 
of user activities'. In Proceedings of the 40th annual meeting of the Human Factors and Ergonomics Society 
(pp. to appear). Santa Monica, CA: Human Factors and Ergonomics Society. 

Isenhour, P.L., Rosson, M.B. & Carroll, J.M in press. Supporting interactive collaboration on the Web 
with CORK. Interacting with Computers. 

Isenhour, P.L., Carroll, J.M., Neale, D.C, Rosson, M.B. & Dunlap, D.R. 2000. The Virtual School: An 
integrated collaborative environment for the classroom. Educational Technology and Society, 3(3), 74-86. 

Neale DC Dunlap, D.R, Isenhour, P.L. & CarrolL J.M. 2000. Collaborative critical incident 
development. In Proceedings of the 40th annual meeting of the Human Factors and Ergonomics Society 
(pp. to appear). Santa Monica, CA: Human Factors and Ergonomics Society. 

Briefings and meetings 

Meeting with NAVSEA June 5 . 
Philip Isenhour, Dennis Neale and Dan Dunlap of the Center for HCI met with John Rice, Connie Krause, 
and Robert McLain to discuss possible research support for computer-based engineering collaboration We 
were asked to sketch ideas for a white paper on critical factors in computer-supported cooperative work. 

NAVCirn project review, June 21-22 

Planning meeting at Dam Neck July 31-August 1 
Meeting participants included Philip Isenhour from the Center for HCI, Ron Kriz and Fernando das Neves 
from the CAVE group at Virginia Tech, Glen Wheless from Old Dominion University, Connie Krause and 
John Rice from the Center for Experimentation and Collaborative Exchange at Dam Neck, and several 
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members of the technical staff at Dam Neck. Discussions focused on establishing a consortium of groups 
from VT ODU and elsewhere (industry, academia, and other Navy groups) involved in collaboration and 
collaborative visualization work to do requirements analysis, proof-of-concept, and demonstration systems 
for the Navy's collaborative engineering effort. The goal is to involve and coordinate distributed groups 
from different organizations in this work in order to address some of the focus, adaptability, and 
interoperability issues that the current collaborative engineering efforts are facing. 
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2.3.0 Ship on Fire 

Ship on Fire Simulation 
Y2Q1 Report 
Kenneth L. Reifsnider and Jason A. Burdette 
Department of Engineering Science and Mechanics - Materials Response Group 

Objectives 

The purpose of this work is to provide a simulation of command and control of a 
ship when part of the ship is exposed to fire. This will require the coordination of several 
tasks. First, the evolution of conditions on the ship in the presence of fire will be 
predicted. Second, the influence of the fire on the ship's structures, personnel, and 
equipment will be identified. This information will then be linked with the Navy's 
command and control models to appropriately guide the response of the ship's systems 
and personnel to the fire. Ultimately, the entire process will be simulated in real-time on 
a virtual network. 

Completed Activities 
In addition to a general search for background on current and past fire research 

(especially relating to composite materials and Naval applications), several specific tasks 
have been accomplished during the past quarter. 

A memorandum of agreement has been signed to facilitate the exchange of 
information between personnel at Virginia Tech and the Naval Surface Warfare Center - 
Carderock Division (NSWCCD).   The first meeting between these groups was held in 
late July at Carderock. The main purpose of the meeting was to identify specific avenues 
for future collaboration and discuss ways to relate the study of materials on fire to the 
Navy's command and control methodologies and models. Following an introduction and 
general description of Carderock's activities by the primary point-of-contact Gene 
Camponeschi   (Structures   and   Marine   Composites   Department),   Rick   Habayeb 
(NAVCHTI Program Manager) gave an overview of NAVCIITI's efforts to create a real- 
time digital simulation of ship operation.  Harry Gray (Protection and Weapons Effects 
Department) then discussed some specific issues relating to ship damage control and 
provided points of contact to obtain more general survivability information.    Jason 
Burdette (VA Tech - Materials Response Group) provided a layout of NAVCim's "ship 
on fire" tasking and discussed the proposed fire module testing to be performed at 
Virginia Tech.   Usman Sorathia (Head: Fire Protection and Sea Survival Department) 
then discussed the Navy's current activities in fire research.    A tour of fire testing 
facilities (small and intermediate scale) was given and efforts to model the response of 
composites in the presence of fire were described.    Ken Reifsnider (NAVCIITI PI, 
Virginia Tech) then gave a description of the MRLife life prediction methodology and 
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emphasized its intended application to material damage due to fire. Plans for an 
upcoming meeting (late August) at Virginia Tech with additional Carderock personnel 
were discussed. 

To address the lack of experimental work involving materials under combined fire 
and mechanical loading (a critical issue in the simulation of a ship on fire), some 
preliminary tests have already been performed at Virginia Tech. Under funding from the 
Center for Adhesives and Sealant Science (CASS), material samples were made by 
bonding either aluminum or composite (poly phenylene sulfide w/ AS-4 carbon fibers) 
strips with an epoxy adhesive to form a lap joint. The joints were stressed by subjecting 
the structures to end-loaded compression and flames from a propane burner were applied 
to various points on the structure. Figure 1 shows a schematic of the test set-up. 

Figure 1. Set-up for fire test of mechanically loaded structures 

The spread of heat, flame, and damage from the point of flame impingement were monitored and 
the modes of failure for the two types of structures were compared. It was found that damage to 
the composite was restricted to the region near flame contact and heat spread throughout the 
structure was inhibited by the composite's low thermal conductivity. Despite local property 
degradation (which was largely recovered after the flame was extinguished) the structure remained 
intact unless the flame was applied directly to the joint. The joints in metallic structures, on the 
other hand, failed regardless of where the flame was applied because heat from the flame was 
quickly conducted to the joint. These simple experiments demonstrate some important but 
inobvious differences between the behavior of metallic and composite structures on fire. Also, 
this was the first demonstration of a method to evaluate loaded materials while they are actually 
"on fire". This is a significant improvement upon existing fire experiments that focus on materials 
"near a fire" or "after a fire". 

Planned Activities 
As was stated earlier, the first step in simulating command and control of a ship 

on fire is the defining how the conditions on the ship evolve due to a fire. A powerful 
fire model called Fire Dynamics Simulator (FDS) has been obtained from the National 
Institute for Standards and Technology (NIST) and will be used for the first stage of the 
simulation. This model is capable of computing the temperature distribution, particle 
flow patterns, toxic gas concentrations, and smoke density within a chamber of complex 
geometry and can be used to represent a variety of situations encountered on a Navy ship. 

This fire model can be integrated with the Navy's command and control models in various ways. 
Considering the effects of fire on structures aboard the ship, the model can be used to compute the 
environmental conditions (especially temperature) to which a loaded structure is exposed. 
Mechanics-based material behavior models will then be used to describe the degradation and 
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failure of the loaded structure exposed to these conditions. Considering the effects of fire on 
people or equipment aboard the ship, this fire model can be used to determine the time until 
habitability or operability standards are exceeded. In either case, the output from these models can 
be integrated with the Navy's command and control models to appropriately guide the response of 
the ship's systems and personnel to the fire. 

A special fire-testing facility will be designed and constructed at Virginia Tech to 
support the fire simulation effort. This facility will allow samples to be simultaneously 
loaded and exposed to fire. These experiments will not only add to the limited collection 
of fire test results, but will also be used to validate both the fire model and the material 

response models. 

The fire models and data will be used to construct simulation models in the 
Digital Ships Lab. That simulation will be used as a device input to the CAVE which 
will be the next-generation network for collaboration, the pirmary objective of 

NAVCHTI. 
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2.32    Digital Ship / Force Multiplier 

NAVCnTI Task 2.3.2,2.3.3, & 2.5 
Digital Ships™ Laboratory 

Dr. A. R. Habayeb 
NAVCIITI Program Manager 
Research and Graduate Studies 

Virginia Polytechnic Institute and State University 
Blacksburg, VA 24061 

Phone- 540-231-4353, Fax 540-231-9805, E-mail: ahahayeb(fl>,vt.edu 

Introduction 

This quarterly progress report describes the objectives, proposed research^ current status, 
and planned effiortffor Tasks 2.3.2,2.3.3, and 2.5. The goal of Task 2.3.2 is to define the 
command and control metrics and relate them to the network centric interacting grids. 
Task 2 3 3 goal is to design, implement and optimize the ship information management 
svstem The goal of Task 2.5 is to combine the ongoing research efforts in advanced 
technologies with modeling and simulating the components of the ship weapon sysl*m_ to 
build a common test bed at Virginia Tech. The Digital Ships Laboratory (DSL) initiative 
will establish a digital test bed to develop, demonstrate, evaluate and test advanced 
shipboard command & control technology.  The test bed will be used to integrate intra- 
ship and inter-ship Information and provide a network centric focus for the NAVCIITI 
technology thrusts.  A three-tier architecture composed of client   enterprise logic 
middleware applications, and database tiers will provide a A«"0.^^*^ 
NAVCIITI The DSL efforts will capitalize and supplement the other NAVCli 11 tasks oy 
providing a platform for integrating the research technologies under development. 

Thfcommand and control metrics are implied and assumed ideal in the laws of combat. 
The formulation of the laws of combat will be examined to derive the command and 
control metrics. The DSL provides the mechanism to implement and optimize the ship 
information management system. DSL is the test bed to integrate command and control 
technologies. The integration initiative requires sufficient hardware and software for 
implementation of a flexible, reconfigurable three-tier architecture and the underlying 
network The Digital Ships™ infrastructure will be designed with sufficient capacity and 
flexibility to provide the capability for integration and evaluation of the operational utility 
of NAVCHTI technologies in a system context. Because simulating the engagement ot a 
ship weapon system with the threat involves huge blocks of data and many nodes with 
many components; it will be difficult to evaluate the system Performance undei^variety 
of conditions This problem will be overcome by integrating the DSL with the CAVE. 
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The simulation will be projected in stereo onto three walls, the floor, and the ceiling of 
the CAVE and viewed with stereo glasses. 

Efforts for the Quarter and Accomplishments 

The preliminary investigation of the Command & Control metrics indicates 
that the C & C attributes form the basis of the Force Multiplier in combat. 
C&C functionalities provide the necessary and timely information from the 
sensors to the shooters. Relevant collaboration within the network centric 
environment- system of systems- is a fundamental requirement to achieve 
combat effectiveness. 
The DSL concept is new to the NAVCIITI program and the research team needed 
guidance to focus their technologies toward the unifying theme Digital Ships. During this 
quarter several meetings and presentations on the Digital Ships concept were made to the 
NAVCIITI team. The three-tier architecture as shown in Figure 1 was chosen for the test 
bed to provide flexibility, scalability, connectivity and reliability. An investigation of the 
organization of a typical ship was performed. The investigation established that ships are 
organized into five basic departments. The ship organization was mapped over the Three- 
tier architecture of DSL, as shown in Figure 2. Equipment was ordered to build the DSL. 

Three-tier Architecture 
NAVCIITI: Ship Intranet 
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Figure 1. Three-tier architecture 

A set of metrics were defined to allow evaluation of the technologies incorporated into 
the DSL system. The DSL will have robust simulation capability for modeling of intra 
and inter ship information system behavior. The simulation capability will be sufficient 
to generate real-world network traffic that models actual shipboard behaviors and 
functions. The DSL will have a set of visualization tools to allow for evaluation of the 
integrated technologies. These visualization tools will be developed to support shipboard 
Human Computer Interaction investigations for the individual shipboard action stations 
and Command and Control visualization systems. The required behavior of shipboard 
systems will be investigated and this knowledge will be used to guide the integration of 
the NAVCIITI technologies. 

The integration of the DSL with the CAVE created the need for innovative software tools 
like the Virginia Tech. DIVERSE ( Device Independent Virtual Environments 
Reconfigurable Scalable Extensible) toolkit, DTK, http://www.diverse.vt.edu/dtk/ , and 
its sister project the DIVERSE graphics interface, http://www.diverse.vt.edu/dgipf/. This 
new software has novel constructs that will aide in the integration of any distributed 
CAVE based simulation. DIVERSE applications can be seamlessly ported to desk top 
work stations and other platforms without modification. 

Laptop computi 

Wearable 
Computer 

Wmkntntion Wotkslnllun 
Wearable 
Computer 

Figure 2. Three-tier shipboard organization. 
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Accomplishments 

The required hardware and software for development of a baseline three-tier network has 
been defined and purchased. Currently a Digital Ship Laboratory has been established at 
Norris Hall. This system consists of a database server, a middleware server, and five 
client workstations. The complete baseline system, when delivered will consist of at least 
seven client workstations three middleware servers, and two database servers. Three of 
the client workstations are of sufficient capacity to be also used as middleware or 
database servers as required. The VA Tech network system will be used for initial 
configuration and testing of the hardware and software system. A DSL network 
independent of the VA Tech system will be designed. The baseline software will include 
both commercial and open/public-domain applications, application program interfaces, 
and software compilers will be used for development in the DSL. MS-SQL Server 7.0, 
MySQL (open-software relational database system) have been selected to serve as the 
initial database systems. It is expected that other relational and object oriented databases 
systems will be used as the research test bed evolves. 

A Common Object Request Broker (CORBA) application ORBacus developed by OOC, 
Inc., which meets current Object Management Group CORBA standards, has been 
selected for development of system components. This application is free for non- 
commercial use. JAVA, C++, and the object and data management services provided by 
these software language systems will also be used to develop required client, middleware, 
and data management applications. 

The DSL staff developed a simple three-tier system in the JAVA language. The system 
is used to demonstrate three-tier functionality and to aid in the understanding of the 
network communications between the layers of the three-tier architecture. The set of 
applications consists of a Helm Client, a Middlware Server, and a Database component. 
Changes in the course and speed of the ship are used as inputs to the Helm Client, the 
Middleware Server component echoes receipt of the changes and sends it to the database 
component for recording. This basic system will also be implemented using C++ and 
CORBA to increase the understanding of how these tools are behaving in three-tier 
implementation. These basic applications, as they mature, will be used for testing the 
system. The codes developed will be modified as necessary and combined with other 
commercial and non-commercial applications for implementation monitoring and data 
collection systems. 

Discussions between the DSL staff and the other NAVCIITI team members have had 
very positive results. The researchers of Task 4.1 provided the DSL with a Combat 
Simulator that uses distributed processing. Currently, the simulator is used to evaluate 
system scheduling and resource management. This interaction has helped the team gain a 
better understanding of three-tier architecture and shipboard system requirements. Also, 
discussions between the researchers of Task 2.31 (Collaboration Work Space), and the 
DSL staff has resulted in a growing mutual understanding of the others accomplishments 
and goals. The Collaboration Work Space has a persistent data object software 
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component, that, if combined with Task 4.1 distributed resource management research 
may prove valuable in development of survivable three-tier shipboard components. 

The researcher of Task 3.1, (Network Protocol and Interoperability) had worked with 
Newport News Shipyard and modeled and evaluated the CVN-76 backbone network. He 
has provided valuable insight into present and emerging shipboard network designs and 
has offered to help in designing a DSL network to support the integration efforts. The 
DSL effort will continue to be the catalyst for communication between the NAVCHTI 
participants. These preliminary activities have been positive and show promise in being 
beneficial to the total effort. 

The metrics used to evaluate the DSL integration effort is important to the success of the 
project. Initial high-level requirements have been defined and are summarized below. 
These metrics, their associated variables, and others recognized as the project matures 
will provide a means to evaluate the research efforts and provide an effective viewpoint 
into the problem. 

Metrics 
Affordability 
Connectivity 

Interoperability 

Scalability 
Flexibility 
Availability 
Capability 

Reliability 

Variables 
Cost, effectiveness, requirements 
Timeliness, robustness, channel capacity, merging of 
functions, error rate, quality of service (QoS), security 
Diversity, collaboration, channel matching, data rate, 
security, QoS 
Growth in number, band-width, security, QoS 
Reconfigurability, upgrades 
Readiness, supportabilitv, maintenance 
Performance, data rate, security, multi-media, merging of 
functions 
Hardware and software, failure rate, errors 

Importance of objectives 

The realization of the goals of the digital ship effort will result in a cost-effective 
approach for gaining insights into the many vexing operational challenges facing the 
fleet The DSL will provide a platform that will allow advance command and control 
technologies to be developed, demonstrated, and tested. The DSL will serve as a halfway 
house between NAVCIITI command and control technologies and the fleet. It will serve 
as a comprehensive testing tool for technology such as, models of antennas, wireless 
reconfigurable radios, interoperability, and software. The mature system will provide the 
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infrastructure to integrate and evaluate the operational utility of technology in a system 
context Also realized will be the ability to perform experiments/runs at a very low cost 
compared to building physical hardware. NAVCIITI researchers and sponsors will gain 
further insight into the value of new and brave ideas or concepts by providing a means to 
examine the interfaces to other technologies and the value of individual research efforts 
and how they fit with and can be enhanced by other efforts. Also, the information system 
and components developed and tested in the DSL can provide a training platform for 
Navy personnel. 

Activities 

The DSL was visited by representatives from Newport News Shipbuilding and NSWC 
Dam Neck. On June 22, 00, the NAVCJJTI strategy and vision was presented at the 
kickoff briefing. 

Plans for Next Quarter. 

During the next quarter the DSL team will further develop the projects described above. 
The baseline equipment will be installed, configured, and tested. We will move into the 
new space in Torgersen Hall. We will also identify initial requirements for an 
independent, flexible, reconfigurable network and purchase the necessary hardware. The 
characteristics of the network will be defined by the NAVCIITI integration requirements. 
Emphasis will be placed on gaining a deeper understanding of shipboard organization so 
that these behaviors can be mapped into the three-tier architecture. The DSL team will 
begin documentation and visualization of the DSL three-tier architecture and the 
evaluation data and metrics. Integration of the other NAVCIITI technologies will be a 
major milestone. 

Issues 
none 
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2.4      Mechanically Flexible displays 

Fiber & Electro-Optics Research Center 
College of Engineering 
Richard O. Claus 

Our tasks as part of the NAVCÜTI program have involved two primary tasks. One task hasbeen the 
research of electro-optic thin film display devices that may be used as visualization tools. The second is the 
development of new methods for high speed reliable data transfer in optical fiber-based local area 
networks. 

Prior reports have focused largely on the electro-optic and display results of our part of the NAVCIITI 
project This report instead discusses a new approach that we have considered for some time but have only 
now had enough modeled results to make its presentation logical. It concerns possible ways in which near 
real-time processing may be achieved using physical layer devices in high speed optical fiber-based 
communication networks. 

1. Results: Modeling Multilayered and Multipath Thin Film Phase Control Materials for Near Real-Time 
Information Coding and Data Compression 

Introduction 

In recent years the world has witnessed exploding demands on communication networks 
for both military and commercial use. In addition to more conventional commumcation 
devices such as the telephone and video, the military and commercial development of the 
Internet has provided for interConnectivity of personal computers and related devices. 
This interConnectivity enabled a transition of the personal computer from computing 
device into a new kind of personal communication device, ultimately creating an 
enormous worldwide network of these PCs. The booming trend of the Internet has 
overwhelmed the existing communication infrastructure and has placed demands non- 
existent just a decade ago, and similar expansion and demands on military data 
transmission networks has placed identical demands on military systems. To meet some 
of these demands, there has been a global effort to merge the segregated networks into 
one integrated single network capable ofmerging long-standing foes -- data, voice and 
video. This effort has in turn resulted in the birth of numerous new services such as e- 
commerce and video-conferencing, which only further expand the requirements placed 
on the communication infrastructure. The infrastructure will have to cope with the 
increase in the sheer amount of data traversing the infrastructure as well as with the 
increase in the importance of information carried by the network. The ever-increasing 
amount of information calls for faster and more efficient ways to compress data before it 
reaches the Internet. On the other hand the ever-increasing importance of information 
calls for much more reliable transmission of data after it reaches the Internet. 

Unfortunately, both of these functions, compression and coding, require a significant 
amount of additional processing power, currently performed by bandwidth-limited 
silicon-based devices. Even with the processing power increasing tremendously in recent 
years, computing speeds achieved by electronic devices are generally still the main 
bottleneck in the end-to-end information transfer and processing. It is thus our goal to 
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alleviate these bottlenecks by either distributing some of the functions away from the 
processors and into the optical physical layer, or by completely replacing the electronics. 
Also, it is our belief that we can achieve this goal in a cost effective manner. 

Technical Approach as Part of NAVCIITI Program 

Unlike the current implementations of compression and coding, which are done in 
software and silicon-based hardware, we propose and have been analyzing a new 
technology that offers a passive optical implementation of these functions with minimal, 
if any number of active electro-optical components. By migrating some of the 
functionality into the physical layer of the Open System Integration (OSI) Reference 
Model, our goal is to tremendously increase the speed and reduce the cost and complexity 
of implementation of the compression and coding system. 

We have considered how to optically implement the basic building blocks of digital filter 
systems, first and second order filter units, and methods of implementing cascade and 
parallefcombinations of those units to realize systems with higher complexity. There are 
two different approaches to implementing the proposed optical signal processing: 1) 
multilayered optical materials model approach and 2) integrated optical waveguide model 
approach. Both of these are explained below. 

Multilavered Optical Materials (MOM) Model 

The multilayered optical materials model represents one way of implementing the basic 
building block of the optical signal processor. It concerns an approach for the near real- 
time signal processing of optical signals by controlling the way they form multiple 
reflections through their propagation inside multilayered and/or integrated optical 
structures. 

Multilayered optical materials may be formed in which the thickness and index of 
refraction of each individual layer are controlled by the materials incorporated into each 
layer, along with the processing conditions used to synthesize each layer. Optical signals 
incident on such multilayered materials are partially reflected and partially transmitted at 
each layer-to-layer interface. 

atrt' atr3t' atr»f 

att' 

Figure 1. Basic Building Block of an MOM Model 
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The phases and amplitudes of each of the reflected and transmitted signals may be 
determined by the thicknesses and indices of the layers. Both reflected and transmitted 
signals are created at specific angles with respect to the plane of the substrate. By 
detecting the multiple reflected and/or transmitted signals at those different angles, 
different combinations of amplitudes and phase delays of the input signal may be 
obtained. The time required to obtain this set of output signals is equal to the propagation 
time required for the optical signals to pass through the thin film materials, or, typically, 
well less than several femtoseconds. The signal processing thus is effectively performed 
in near real-time. The basic building block of the multilayered model is a single layer of 
an optical material. A layer showing multiple output signals is presented in Figure 1. A 
functional analog of the MOM model basic building block is the all-pole IIR lattice filter, 
which is shown in Figure 2. 

Given many layers having different indices of refraction, the output signals can be 
formed as sums of previous input and output signals with different and controlled phase 
and amplitude characteristics. The output reflection components are sums of multiple 
phase-delayed and amplitude-scaled signals, as shown in Figure 3. These multi-term 
components may be directly related to IIR and FIR signal processing components that 
also are time-delayed and amplitude-scaled forms of an input or output signal. 

Downgoing 
Wave 

dA") 

Upgoing 
Wave 

"A") 

Interface 
ft* Interface 

Figure 2. Basic Building Block of an All-Pole IIR Lattice Model for Layer k 

Models providing the values for layer thickness, angle of reflection and refraction in each 
layer, and reflection coefficients at each layer to provide a desired output response are 
already well understood. These models were initially developed for modeling of the 
earth's layers for exploration seismology, where the method of reflection seismology, 
combined with intensive signal processing, is capable of providing a two- or three- 
dimensional representation of earth's subsurface down to about 20,000 to 30,000 ft. In 
this layered earth modeling approach, the known values are the input, which is generally 
a source of seismic energy, and the output, which is the collected reflections of the 
seismic waves from the interfaces between earth's geological layers. Then, based on the 
information these reflected waves carry, a representation of the earth's layers is created 
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with high enough accuracy and resolution. The resulting outcome is that unknown 
garbled output is interpreted to deduce the earth's structure. The optical analog is 
"Rugate" filters that are based on similar multilayer structures. Also, in acoustics, there 
are similar analogies. 

n0-extemal medium index 

Input Signal Reflected Multiple Component Signal 

Figure 3. MOM System Implementation 

The analog system implementation in DSP is shown in Figure 4. 
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Figure 4. Lattice System Model Representation 

In the approach of an optical layering model for signal processing, the reverse is applied. 
Based on the desired and known transfer function of our system, i.e. a particular ER 
response, it is possible to derive the important parameters for each optical layer needed to 
produce the desired output for a given input. Given the ability of thin film forming 
methods to create thicknesses and indices of refraction over a wide range of values, the 
values required to create the necessary sequence of propagation parameters are possible. 
In particular, we have demonstrated electrostatic self-assembly (ESA) and sol-gel 
methods for forming multilayered materials having a large range of indices of refraction 

38 



and controlled thickness. Such methods, and others, may be used to form the films 
required for the implementation of real-time signal processing transmission and reflection 
materials. 

Integrated Optical Waveguide (IOW) Model 

We have also considered another approach for implementing near real-time signal 
processing of optical signals involving integrated optical waveguides, where ESA or sol- 
gel techniques in combination with conventional optical photolithography may be 
employed for optical thin film assembly can be used for precise control of lengths and 
angles of optical waveguides, which in turn define propagation delays and attenuation or 
scaling of the signal. One possible basic building block configuration is presented in 
Figure 5. 

x(n) __^ y(n). 

'/ 

Figure 5. Type I Basic Building Block for an IOW Model 

The output y can be written in the following form: 

y(n) = b0x(n) + blx(n-\) Equation (1) 

where x(n-l) is a delayed component of the original signal and b0 and bi are scaling 
factors. The delay, created by a part of the input signal taking a longer route, can be tuned 
very finely by increasing or decreasing the overall difference in the length between the 
two paths the light takes. The scaling factor can be controlled in many ways, one being 
the angle the branched path contains along its path, where sharper angles cause larger 
scatter and loss of light, and thus would represent a smaller scaling coefficient. 
Ultimately, there are many permutations between the propagation properties of the 
optical materials used for manufacturing of the waveguides and numerous geometries of 
the waveguides, which can provide the desired delay and scaling parameters, and thus the 
desired output characteristics. Changes in the length of the secondary light path relative 
to the first allows both constructive and destructive interference at the recombination 
point, and thus allows the realization of both positive and negative coefficients. 
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It is easy to conceive that by adding multiple branches in the waveguide, many different 
delays and scales of the original input can be achieved, allowing for tailoring the output 
according to a wide variety of needs. For example, a standard Moving Average (MA) FIR 
filter could be implemented by the integrated waveguide model as presented in Figure 6. 

x(n) y(n) 

\   ^   / 

Figure 6. Direct Implementation of MA(M) Filter Equation- IOW Implementation 

The output y of the general system can be written in the following form: 

M 

y(n) = £ K x{n - m) Equation (2) 
m=0 

To be able to fully emulate the functions performed by digital signal processors, the IOW 
model needs to be able to emulate the basic building blocks of standard filter models, 
such as the first and second order filter sections. Doing so requires the introduction of 
another type of an IOW building block, as shown in Figure 7. 

x(n] 

Figure 7. Type II Basic Building Block for an IOW Model 
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The output y can be written in the following form: 

y{n) = ax y(n -1) Equation (3) 

where the output is a delayed and scaled version of itself, and ai is a scaling factor. 

2. Problems 

Our support through the NAVCIITI program was mimimized during the transition 
between initial year and Year 2 funding, and, as a result, our work during this time was 
minimal and confined primarily to the analytical modeling studies above. 

3. Plans for Next Quarter 

Here at the beginning of the Year 2 effort, our plans are to further expand the analytical 
modeling of both the multilayered and segmented branch optical waveguide geometries 
to obtain near real-time signal processing of optical signals. We will also participate in 
the early occupation of the ACITC building on campus and design the local area network 
testbed to be installed for analysis in that facility during the program year. 

4. Note 

A patent disclosure concerning this work was submitted to Virginia Tech Intellectual 
Properties Inc. and has been approved for submission as a provisional patent. 
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3.1      Network Protocol Interoperability 

NAVCnTI Task 3.1: Network Protocol Interoperability 
Year 2, Quarter 1 Status Report 

Scott F.Midkiff 
August 4,2000 

1. Background 

Task 3.1, Network Protocol Interoperability, focuses on enabling interoperability between heterogeneous 
networks that may belong to and be managed by different organizations, including allies and coalition 
partners. The proposed research addresses four specific technical areas related to the network infrastructure 
needed for the Navy's Virtual Operations Network (VON) initiative: (i) wireless-wireline interoperability, 
including mobility; (ii) quality of service (QoS) across heterogeneous networks; (iii) network management 
in shared heterogeneous networks; and (iv) security, especially in wireless systems. We are researching 
these problem areas, are investigating and will propose solutions based on commercial equipment and 
standards, and will demonstrate and evaluate solutions with respect to both functionality and performance 
using a distributed network interoperability test bed. We emphasize use of the TCP/IP protocol suite and 
network infrastructure support for delay sensitive applications, bandwidth-on-demand, and security. 
During Year 2 (the first year of this particular task), the focus is on deploying the test bed and developing 
and evaluating specific interoperability solutions. 

2. Planned Effort 

During the quarter, we had planned to continue small-scale experiments with protocols for mobility 
(Mobile IP and TORA routing for mobile ad hoc networks), to begin investigation of routing in mobile 
networks, and to begin small-scale experiments with security (IPSec) and network management (SNMPvl, 
SNMPv2c, and SNMPv3). The work proceeded as planned. 

3. Accomplishments 

In research addressing both network management and security issues, we completed a preliminary 
qualitative investigation of secure Simple Network Management Protocol (SNMP) deployment strategies in 
networks with low data rate links and we completed a small-scale experiment into the performance of 
various configurations of SNMPv2c and SNMPv3 with and without IP Security (IPSec). The experimental 
test bed consisted of two subnets connected by a one-link "backbone" network. Gateways at each subnet 
used Linux FreeS/WAN (version 1.4), a freeware implementation of IPSec. The qualitative investigation 
and quantitative experimental investigation will be documented in two technical reports which are now in 
near final draft form (see Section 6 below). 

In the area of mobility, we have begun investigation of routing approaches for mobile networks. In this 
context, a mobile network refers to an entire subnet where nodes within the network are static with respect 
to each other, but the entire subnet is dynamic with respect to other subnets. This model is applicable to a 
multi-ship network where the ship-to-ship link topology is dynamic. Specifically, we are exploring the 
suitability of routing in mobile network using Mobile IP versus a tuned version of the industry-standard 
Open Shortest Path First (OSPF) routing protocol. Work also continued at a low level of effort on 
experiments using Mobile IP and the University of Maryland's Temporally-Ordered Routing Algorithm 
(TORA) mobile ad hoc network (MANET) routing protocol. 

In the area of quality of service, we continue to monitor ongoing activity in the Integrated Services 
(IntServ) and Differentiated Services (DiffServ) working groups of the Internet Engineering Task Force. 
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We have also begun to plan test bed experiments to examine the use of the Reservation ^tocol (RS VP) 
for bSdth reSrvation and the integration of DiffServ and RSVP as a potential compromise between 
scalability and per-flow quality guarantees. 

In the area of security, we have continued an ongoing study of general security ^e"bil^°an
d?velop a 

unified taxonomy. And, as noted above, we have deployed IPSec m a small-scale test network and 
explored security schemes for SNMP. 

We continue to plan for the interoperability test bed and have ordered five low-end Linux personal 
computers that will be used to expand our current test bed prior to our move to the Advanced 
Communications and Information Technology Center (ACITC) in late August/early September. 

4. Importance 

The accomplishments above all relate to the general problems encountered in a Virtual Operations 
Network Network management will be critical to the rapid deployment and operational maintenance of 
shared network resources. This shared network will likely utilize at least some low data rate links and 
security especially authentication and, perhaps, privacy, will also be important The work reported is 
prSga^tter understanding of alternative architectures to meet these goals and ofihc^relative benefits 
and costs of each approach Routing over point-to-point links instead of using satellite links, bandwidth 
allocation, and security in wireless networks are also critical to the VON. 

5. Activities 

We attended the following meetings directly associated with this task during the past quart»■ 
.   Scott Midkiff and Erik Hia (graduate research assistant) met with LCDR David Jakubek of ONRJ)avid 

Marlow of NSWC-DD, and other Navy personnel at the Virginia Tech's Alexandria Research Institute 
(Alexandria, VA) on May 26,2000 to discuss the status of the Navy's Virtual Operations Network 
project and our NAVCHTI task. (This meeting was also cited in the June 2000 "bridge funding status 

.   Scott Midkiff and Nat Davis attended a meeting between personnel from TECSEC (^enna, VA) and 
Mark Jones and Peter Athanas of Virginia Tech on June 20,2000 to learn about TECSEC s 
Constructive Key Management (CKM) scheme. CKM may have applicability for key management to 
support protocols for privacy and authentication that we are investigating. 

.   Scott Midkiff briefed Navy personnel and others on the status of this task at a Year Two kick-off 
meeting at Virginia Tech (Blacksburg, VA) on June 22,2000. 

.   Scott Midkiff and Luiz DaSilva attended a briefing by Howie Marsh of ONR on the Extending the 
Ltttoral Battlespace (ELB) demonstration project. Experiences with IEEE 802.11 and other wireless 
networking schemes from that program were discussed. 

Other related activities during the quarter were as follows. 
.   Luiz DaSilva attended the International Communications Conference (New Orleans, LA)on June 18- 

22,2000 to present the paper "Qc-S Mapping Along the Protocol Stack: Discussion and Preliminary 
Results " 

.   As part of a different, but related project, Scott Midkiff attended the DARPA Global Mobile 
Information Systems (GloMo) principal investigator's meeting (Eatontown, NJ) on July 11-13,2000. 
He gave a presentation on hardware/software co-simulation for high-fidelity simulation of wireless 
networks. 
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6. Plans for the Next Quarter 

By the end of August 2000, we plan to provide two technical white papers and one planning document to 

T Q^^ve^mparison of security schemes for SNMP considering use of low data rate wireless links, 
2. Quantitative results of small-scale experiments with security schemes for SNMF, ana 
3. Demonstration plans for Year Two (2000-2001). 

Other activities planned for the next quarter are as follows. T«*nnWv rvnter 
.   Occupy space in Virginia Tech's new Advanced Communications and Monnaüon Technology Cen** 

begig August 31,2000 and begin to establish expenmental network test bed mtite ACTTC Begm 

tunneling. 
.   Expand testing of IPSec, Mobile IP, MANET protocols as the test bed expands. 
.   DeployQoSmechanismsOMffServandRSWJinthetestnetworkanddevelopexpenments 
.   Continue investigation of SNMP and begin to research methods for managing resource utilization for 

network management tasks. . 
.   Continue investigation of routing schemes for mobile networks and develop a plan for experiments. 

7. Issues 

There are no known issues at this time. 
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3.2      Network system Interoperability 

COMMUNICATIONS MODELING 
IN SUPPORT OF THE 

VIRTUAL OPERATIONS NETWORK 
(NAVCIITI Task 3.2 Quarterly Report) 

Personnel 

Richard E. Nance, Systems Research Center and Department of Computer Science 
James D. Arthur, Department of Computer Science 

Background 

The Virtual Operations Network (VON) is a communications network f'^1'«^^^^ 
varring and quite different organic bandwidth and processing capabilities. The network is to support 
cXo^pemting pictures to the extent needed among coalition participants. The major challenge «to 
mXSnd^ow participants with differing capabilities can work together to accomplish a given mission 
overcoming the vast disparity that can exist among the members' communications capability. 

Planned Effort for the Quarter 

The objective for the given quarter was to obtain a definition of the VT project responsibilities in modeling 
the VON architecture so that the scope, objectives, requirement sources and study expectations could be 
completed. 

Accomplishments 

Please see the attached meeting reports for the description of accomptishments and work completed during 

the quarter. 

Activities 

Two meetings were held for discussions between VT personnel concerned with NAVCIITI Task 3 and 
NIW representatives. The first was held at the VT Alexandria Research Institute, mvolvmg aU of Task 3 
aSi^nd, at SSC SD, involving only Task 3.2. The two meeting minutes attached give details of the 

meetings. 
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Meeting:   Alexandria Research Institute 
Alexandria, Virginia 
26 April 2000 

Attendees:      Dave Marlow 
LCDRDaveJacubek 
Roger Merk (SPAWAR) 
Karen O'Donoghue 
Jim Oblinger (NUWC) 
Tom Conrad (NUWC) 
Scott Midkiff (VT) 
Sean Arthur (VT) 

The purpose to the Alexandria meeting was to discuss the progress and current state of 
the VON effort LCDR Jacubek started the meeting by providing and overview of the 
current status of VON. His presentation focused on (a) existing components (b) desired 
components and capabilities, and (c) related work. His presentation provided the basis on 
which later presentations and responses were formulated. 

In listening to LCDR Jacubek's presentation and expectations in terms of PI responses 
we realized that the presentation we prepared was lacking a few desired components^ In 
particular, the presentation lacked detailed information as to what we needed from the 
VON sponsors to perform our tasks. We modified the presentation to include the 
expected components (these were the handwritten slides) 

The presentation describing our 3.2 task focused on several items. More specifically it 

(1) outlined the view of the total VON effort and then identified our task within that 
effort, 

(2) stated our assumption regarding the VON architecture, and in particular, those 
assumptions related to our task, 

(3) provided an overview of the steps we needed to take to achieve our task objectives, 

(4) outlined, from a very high-level perspective, the classes of data we needed to 
support our research effort and introduced why we needed that data, 

(5) outlined both short- and long-term goals, and the anticipated steps to achieving 
those goals. 

During the final question and answer session, we reiterated the task objectives, described 
our approach to achieving those objectives and discussed potential information sources. 
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Plans 

During the next quarter the following is planned. 

(2) Data sources and access to them are to be determined so that the Static Model can be 
defined. . . 

(3) Formatting and record definition issues are to be resolved prior to the definition ot a 
prototype database. 

(4) A prototype database for the Structured Model is to be defined. 
(5) Definition of the Structured Model is to be done, leading to an initial design 

Issues 

None at the moment, but access could pose a problem. 
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4.1      Scheduling and Resource Management 

Adaptive Resource Management of Asynchronous, Decentralized Real-Time 
Systems 

Binoy Ravindran 
The Bradley Department of Electrical and Computer Engineering 

Virginia Polytechnic Institute and State University, Blacksburg, VA 24061 
Phone: 540-231-3777, Fax: 540-231-3362, E-mail: binoy@vt.edu 

WWW www t»cpe vt.edu/fau1tv/ravindran.html 

1.        Introduction 

This first quarterly (Ql) report of NAVCIITI Year Two *~f^J*^Q 
proposed research, current status, related activities, and p anned efforts of Task 40 
"Re'al-Time Resource Management" that was performed during he periodMay-l 2000 
through July 31, 2000. The organization of the report is as folbws: We describehe 
bacSundyand objectives of our proposed research in Section 2. A description of the 
PropfsTresearch and our planned efforts is given in Section 3. We report the current 
SSSESS, and accomplishments in Section 4. Section 5 discusses the> pubhcation, 
presentation, and other related activities during this quarter. Finally we conclude the 
report by describing the planned efforts for the next quarter in Section 6. 

2.  Background and Objectives of Proposed Research 

Real-time computer systems that are emerging for the purpose of strategic mission 
matgement such as coordination of multiple entities that are manufacturing a vehicle 
TaSng a damaged reactor, or conducting combat are subject to great uncertainties at 
he Son and system levels. The computations in the system are "asynchronous in the 
sensTthat processing and communication latencies do not have known upper bounds and 
even' aSvab have non-deterministic distributions. Computational parame ers such as 
tal execution times, communication delays, periods, and event arrivals are non- 
deferminSc^s they are dependent upon the conditions of the external environment 
XSETÄ. deployed'and the operational scenario of the system that is situation- 

specific. 

Such real-time mission management applications ^dece^^ 
phvsical distribution of application resources and for achieving survivabihty in the sense 
ofcolued availability of application functionality that is ^»«^^^ 
their phvsical dispersal, most real-time distributed computing systems are loosely 
couple" conLnication paradigms that employ links, buses, rings, etc resulting in 
additional uncertainties e.g., variable communication latencies; -g^lal laws 
bandwidth.    The characteristics of the application combined with the physical laws 
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involved in distribution thus contribute to the non-deterministic and asynchronous 
behavior of the system [Jen92, Jen99]. 

New advances in real-time distributed systems research [Quo97] have produced quality- 
of-service (QoS) technologies that allow asynchronous, decentralized real-time systems 
to specify and negotiate service expectations such as timeliness and survivabihty, which 
was not previously possible under classical real-time theory. However the QoS 
management literature or the classical real-time literature does not address three 
fundamental problems in asynchronous, decentralized real-time systems. 

First the literature does not provide solutions to the problem of achieving the real-time 
and survivabihty requirements of aperiodic computations in asynchronous, decentralized 
real-time systems. Classical real-time theory provide scheduling and resource 
management solutions for aperiodic computations primarily in static, centralized systems 
where the computational parameters such as execution times, communication delays and 
(distributions on) event arrivals are known with absolute certainty. On the other hand, the 
QoS management technologies focus primarily on periodic computations, where 
adaptation of the periodics to the "right level" of their desired QoS is dynamically 
performed to accommodate run-time uncertainties and workload changes. It is very 
difficult, if not impossible to apply the QoS techniques for aperiodics. This is because it 
is impractical to model the real-time and survivabihty requirements of aperiodic 
computations as multiple levels of service that vary in their quality of computational 
results and requirements of resources. Furthermore, allocation of resources (by 
adaptation or negotiation) for aperiodic computations at event arrival is practically 
infeasible due to their high cost. 

Second the classical real-time communication literature focuses primarily on static 
systems where the communication parameters of the application such as message 
latencies message periods, and message arrivals are determimstically known. Further, the 
QoS literature is sparse with works on dynamic adaptation mechamsms at the trans-node 
message-level. Rather, the QoS technologies primarily focus on process-level adaptation 
mechanisms such as process replication and imprecise computations. We believe (and 
demonstrate in Section 4.2) that dynamic adaptation mechamsms at the message-level 
can produce significant benefits. Furthermore, adaptive communication technologies 
assume great practical significance with the emerging communication standards such as 
IEEE 802. lp [TEEE802] that supports message prioritization on Ethernet networks that 
are cheap and widely available. 

Third the performance of the real-time QoS management algorithms that appear in the 
literature is only empirically studied for the most part. The performance of the QoS 
mechanisms is sometimes studied through simulation or they are implemented as part ot 
system software layers (e.g., middleware) and performance characterization is done using 
real-time benchmarks such as [MV+96, SWR99]. This certainly validates the 
effectiveness of the techniques. However, the general feasibility conditions of the QoS 
techniques for satisfying the real-time and survivabihty requirements are unknown. The 
fundamental limitations of the QoS management techniques and the boundaries of 
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satisfiability of the requirements are not known. This is a difficult, but fundamental 
"Ice there does not exist a theoiy for designing QoS management algonthms 
Td for reasoning, evaluating, and validating their behave under all possible operating 
conditions of the system. 

We propose fundamental technology that solves each of the three problems outlined 
above We propose proactive resource management strategies that achieve the real-time 
and suitability requirements of aperiodic computations. The proactive techniques will 
forecast the resource needs of the aperiodic computations using ^^J1^^ 
the current internal resource situation and the desired external load. The forecasted 
resource needs will drive resource allocation strategies that achieve the desired real-time 
and survivability requirements. The resource allocation strategies, if feasible, will 
determine optimal resource allocations that satisfy the collective requirements of the 
application-real-time and survivability requirements of penodics and apenodics- 
through adaptation mechanisms such as process replication. If optimal resource 
allocations that achieve the collective application requirements are not feasible the 
algorithms will perform negotiation of requirements across computations for optimal 
satisfaction of requirements. 

Further we propose adaptive communication mechanisms that achieve the application 
real-time requirements for IEEE  802.5  and  802. lp  networks through  adaptation 
mechanisms such as dynamic message ^prioritization and run-time ^frfon/to^ 
holding times at processor stations. We propose to develop distributed algorithms that 
identify (at run-time) inter-process, trans-node messages of the application that are 
contributing to low timeliness of end-to-end computations due to changes in application 
workloads. The algorithms will adapt the "ailing" trans-node messages to workload 
changes through mechanisms such as message repnontization for IEEE 802.5 and IEEE 
802 1p network standards. The algorithms will determine current optimal dynamic 
priorities for the messages that will alter their communication bandwidths such that the 
real-time requirements of end-to-end computations are achieved Further, we P^pose to 
develop adaptive communication algorithms for the Time Token Protocol where the 
token holding times of processor stations will be adapted to workload changes. The 
algorithms will determine the current optimal dynamic token holding times for processor 
nodes that have application processes generating "ailing" trans-node messages. The 
algorithms will alter the token holding times of the processor nodes to change the 
communication bandwidths of the nodes and the messages such that the end-to-end real- 
time requirements are achieved. 

Finally we propose hybrid feedback control theory that will enable the mathematical 
design and evaluation of adaptive resource management mechanisms. We propose to 
develop the theory by modeling asynchronous, decentralized real -time systems in a 
feedback control-theoretic setting using non-linear hybrid models} The hybrid models 
will contain elements of different modeling paradigms such as difference equations and 

1 me objectives of feedback control theory are remaikably similar to adaptive resource management 
ijes   acMeve the desired behavior of a physical system that operates under uncertam conditions 
through dynamic monitoring, feedback, and adaptation. 
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finite state machines. Thus, the models will be inherently non-linear. Using the hybrid 
models we propose to formulate adaptive resource management problems that require 
satisfaction of the real-time and survivability requirements of the system as optimal 
control problems. The control problems will be analytically solved using game-theoretic 
approaches to counter the disturbances and run-time uncertainties of the system. The 
proposed theory will thus allow the mathematical design of adaptive resource 
management strategies and will enable their behavior to be studied analytically. This will 
provide guarantees of optimality or desired transient and steady state performance even in 
the presence of disturbances and uncertainties. 

3.  Description of Proposed Research and Planned Efforts 

In this section, we describe each of the research problems outlined in Section 2 in greater 
depth- we discuss the state-of-the-art to illustrate the significance of the problems and our 
proposed solution approaches. Section 3.1 discusses proactive resource management ol 
aperiodic computations. Adaptive communication mechanisms are described in Section 
3 2. Section 3.3 discusses hybrid feedback control theory-based adaptive resource 
management. 

3.1      Proactive Resource Management of Aperiodic Computations 

Traditionally,  scheduling and resource management of aperiodic computations is 
performed through reservation of resources and on-line admission control schemes 
TCSR86 DTB93, KS92, LRT92, LSS87, Mok83, NS94, RCF97, RSZ89, RTL93, TLS96, 
Spru90' Sta89, SB96, SLS88, SR91, SRC85, SSL89, ZRS87a, ZRS87b]. Admission 
control'strategies are employed to ensure the adequacy of resources for achieving the 
real-time requirements of aperiodics before accepting the events that trigger their 
execution The fundamental premise of the classical real-time theory that provide hard 
guarantees for aperiodics is that the (worst-case) parameters of the computations such as 
execution  times,   communication   delays,   and   distributions   of  event-arrivals   are 
deterministically known, with absolute certainty in advance.  On the other hand, 
asynchronous decentralized real-time systems are characterized by load patterns that are 
impossible   to   deterministically   characterize   and   obtain   upper   bounds.   Thus, . 
computational parameters such as execution times and communication delays have 
unknown upper bounds and event arrivals have non-deterministic distributions in such 
systems. Hence, determining the worst-case resource needs and performing an a-pnori 
reservation of resources is not a viable approach. 

Also it is practically infeasible to perform admission control for aperiodic events. 
Aperiodic computations in asynchronous, decentralized real-time systems are often 
triggered by (asynchronous) events that occur in the application environment such as 
detection of hostile threats that need to be engaged and destroyed in an air-engagement 
combat system. Furthermore, the computations perform mission-critical calculations such 
as determining the launch velocities and flight trajectories of weapons (e.g., interceptor 
missiles) that are detonated to engage the threats. The ability to meet the real-time and 
survivability requirements of the computations are thus critical to the success of the 
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mission Therefore "rejection" of aperiodic events (as a result of admission control) that 

real-time systems since meeting the real-time requirements of each computation is as 

critical as every other. 

The QoS literature also does not address the problem of ^'^^^^1 
«nvtabilitv requirements of aperiodic computations in asynchronous decentralized rnl- 

STÄ^tota«^ premise of the QoS technologievs that thf. *PfT2 rtSmultiple levels of service that vary in their quality of 3— esuh 
and requirements of resources. Therefore, given a set of QoS level8 at which the 
application can operate, an adaptation mechanism can determine the   ight tevd^ of QoS 
depending upon the availability of internal resources and external bad. Such QoS 
An models and algorithms are presented f0,periodic comput^ns in ^S97 
AS98   CSST97, HSNL97, HBNB97, RLLS98, RLLS97, RS99, RSY98, RSYjy/ 
RWS9912 However   the proposed QoS adaptation models cannot be apphed for 
S the r'quir^ents of aperiodic computations. This is because it isdifficuto 
determine the multiple levels of service that the aperiodic computations can tole ate that 
vSTto quality of computational results and resource requirements. Quality and 
Ic^racies of ?he aperiodic computations are in fact, very critical to mission success^ 
FurtSoretheQo's adaptation algorithms that perform the adaptation-selection o^ 
«righXel" of service-^rmg event arrival are impractical for apenodics due to the 
high cost incurred in performing the adaptation. 

To address this problem, we propose proactive resource management algorithms for 
LeriodS?Z^foreca? their resource needs, given the current internal resource 
avaUabi% and desired external load. We propose to develop forecasting techniques hat 
oredict the end-to-end resource requirements of aperiodic computations using^regression 
Ztrt Furte, we propose to model the desired number of aperiodic events that needs to 
beSatisfied by the system in a timely and survivable manner as the desired QoS as 
o'ppotdI *ftheCuracy or quality of the computations, ^^^^^^ 
certain number of aperiodic events that it would prefer to be "ready for at all tinu* The 
nCosedTroactive adaptation mechanism will forecast the resource requirements that are 
needed toSy the desired number of aperiodic events, given the current resource 
!EÄ!Ä5* and real-time and survivability requirements of other, possibly, 

periodic tasks. 

The forecasted requirements will be used to drive resource allocation strategies. For 
e^mSHf the forecasted resource requirements are not currently available   then 

XRM [LBL95], the OMEGA end-point architecture [NS96], and the QoS Broker [KW\. 
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candidate processes of the aperiodic computation that needs to be replicated, (2) optimal 
ZÄSSTtto are needed that can satisfy the desired real-time and survivabihty 
Ztemer,^^^d (3) optimal processor and network resources that are required for he 

ZZtioSlTndCommunication needs of the «!taHior,^r25S 
Safand networks that will allow the replicas to communicate with the re    of the 
£ioT-Wl satisfy the desired requirements. The proactive resource allocation 
alÄs w U Termine whether it is possible to satisfy the real-time and survivabilrty 
S" of the aperiodic through dynamic adaptation and ^*g?t££ 

timeliness   and   availability   of other   computations,   given  the   current   situation^ 
Mhermoreif a feasible resource allocation is possible, the algorithms will determine 
5?5^«™ dloc-k». If the algorithms determine that it is not feasib e to 
aleve tiie collective requirements of the application, then negotiation strategies will be 
SS^^^hTaptimal satisfaction of requirements (real-time and survivabihty) 
SSL Thus proactive resource management algorithms perform resource 
aZZlT^oüzüonLeä on forecasted application performance to achieve the 

desired requirements. 

We orooose to use regression theory for forecasting the resource requirements of 
^K^i^iice^ge characteristics of the application such as execution times 
SSSuÄ delays will be profiled at a set of internal resource>^™^ 
CPU utilization, memory utilization, network utilization) and external loads (eg sensor 
2TSEvents) The application profile data will then be used to determine 

z^^^ «■*•*resource usage characteristics at " inrto reEurce utilization levels and external loads. The regression equations will be used to 
Sreclsi^re^needs, determine feasibility of the resource allocations in achieving the 
requirements, optimal resource allocations, and perform negotiations. 

We have conducted preliminary investigations to determine the viability ofj^sion 
theory  for  proactive  resource  management.  The  investigations  (discussed   n   he 
subsection that follow) reveal that we can predict the resource needs of apphcation 
nrocefsessuch as execution times using second order non-linear regression equations at 
£ft£? resource utilizations and external loads with very high degrees of predictability 
Sow^ver the degree of predictability with which we can forecast the resource needs of 
2^^SLodePn««ge links such as communication latencies gjn^upon 
the underlying network. For Ethernet networks, where randomness is built into-the 
network layerfto resolve packet collisions through mechanisms; such*; exponent*I bg 
offs we propose probabilistic prediction strategies. However, on IEEE 802.5 token ring 
SoAs we can forecast the communication latencies with much higher degrees of 

predictability. 

3.2      Adaptive Communication Mechanisms 

Past efforts in real-time consummation research have foeuse^ g™^™^ 
message scheduling [ACZD92, BM91, CAZ92, Fer92, FV90, KZ93, KMZ93, MZ95, 
W7% S3 SLS88a TBW951. The fundamental thesis of these efforts .s that the 
«m^rbS orthe application <=an he made to be deterministic tough 
SSTe" knowledge about communication load parameters, message latenc.es, 
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and precedence relationships. The a-priori information is then used to perform end-to-end 
static schedulability analysis that determines the ability of the application to meet the 
engend timing requirements. It is very difficult if not impossible to employ such 
techniques for achieving the end-to-end real-time requirements in asynchronous real-time 
systems because of two fundamental reasons. 

First message latencies in asynchronous decentralized real-time systems, like task 
latencies are significantly dependent upon the conditions of the external environment of 
the application and the current operational scenario of the system. For example, message 
latencies are functions of environment-dependent application parameters such as number 
of sensor reports generated by sensor devices (e.g., radars) and are transmitted for trans- 
node processing. 

Secondly the geographically distributed nature of the system (e.g., radars, missile 
launchers, and computing nodes of a shipboard combat system that performs air- 
engagement) constitutes a highly loosely coupled environment where the communication 
paradigm used often employs buses, links, and rings that produces significant run-time 
uncertainties in the message latencies (unlike communication using private shared 
memory that is more predictable). 

Thus adaptive resource management that involves run-time monitoring, feedback, and 
adaptation at the trans-node message-level to encounter changing workloads and 
uncertainties becomes crucial in achieving the end-to-end real-time requirements of the 
application. The real-time communication literature is very sparse in this area. 
Interestingly, the new efforts on QoS management technologies such as [Quo97] have 
also primarily focused upon dynamic adaptation at the procesJ1^^ *^!? 
such as process replication for exploiting concurrency and load sharing [RWS99, RbYy» 
RSYJ971 and the imprecise computation model that trades-off computational accuracy ot 
processes against their resource utilizations [HSNL97, LSTS99]. To the best of our 
knowledge the QoS literature does not contain any works on adaptive resource 
management for asynchronous real-time systems where adaptation is performed at the 
trans-node message level. 

To address this problem, we propose adaptive communication strategies that achieve the 
real-time requirements through mechanisms such as dynamic message repriontization 
and dynamic alteration of token holding times at processor stations. W* Propose to 
develop distributed, adaptive communication algorithms for IEEE 802.5 and 802.1p 
networks that support priority-based message scheduling. The adaptive commumcation 
algorithms will assign initial priorities to application messages based on end-to-end task 
deadlines and relative priorities of tasks. For example, deadlines can be assignedI to 
messages from end-to-end task deadlines using optimal strategies such as EQF LKaoWJ. 
The message deadlines can then be used to determine their priorities using optimal 
techniques such as Earliest Deadline First (EDF) [SSRB98]. Such an initial assignment of 
message priorities is possible for asynchronous real-time systems only by estimating the 
initial operating conditions of the system and deriving the initial values of computational 
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parameters such as execution times and communication delays. This assignment will 
clearly not suffice as the computational parameters change at run-time. 

Therefore the proposed adaptive communication algorithms will monitor the application 
at^n" deTnine low timeliness situations that are caused by workload^changes 
WTMMLI number of sensor reports. The algorithms will adapt the application to 
changing worWoal by first identifying messages that are experiencing fluctuaüons in 
Ä—cation latencies (due to variations in data size loads) and ther.changing 
heir priorities. For example, we can assign high priorities to those mes ag^hat are 
exoeriencing increasing communication latencies and thereby increase tne 
con^nuSon bandwidth of the messages and reduce their communication latencies. 
WeTraporrd^velop algorithms that will determine the current optimal dynamic 
ZJZotto usages that will achieve the real-time requirements, given he curren 
ZZrce^bMy, workloads, and real-time and survivability requirements of other 
X^Äl4o-d algorithms will dynamically adapt the *n*%™* *£K 
workloads   and   achieve   the   real-time   requirements   through   dynamic   message 

reprioritization. 

We propose to develop the message reprioritization algorithms for IEEE 802.5> (the 
nriority-drivenprotocol) and IEEE 802.1p standards. The 802.1p standard [IEEE802] B. 
^Z^^d^i,^^ as it allows message priorities on Ethernet networks that are 
Sr^d widely available. Thus, we believe that our approach will have a strong 
mpaPct."urther, we propose to develop adaptive communication strategy for ttoTmed 
Token Protocol (TTP) that is employed in network standards such as FDDI [ANS187L 
HSDBmSpT[SAE88a, SAE88b, Uhl91], and SAFENET [GM89, DoD94]. Since TTP 
does noVsupPort priorities for messages, we propose to develop adaptive communication 
SsZt Perform adaptation by changing the token holding times at processor 
stations We propose to develop algorithms that will determine the initial target token 
Nation times'and initial token holding times at stations based on estimates of irutial 

operating conditions of the system. The adaptive communication algorithms will then 
ffÄtaa at run-time to determine low timeliness situations caused by 
lange   n workloads. The algorithms will identify processor **»r£V^ 
programs that are generating messages that are experiencing^£*"»£^ 
communication latencies (due to variations in data size loads).   The algorithms will 
SÄ by changing the token holding times of the *^£^ 
communication bandwidths. For instance, we can increase the taker*g ^ 
those   stations   that   are   generating   messages   that   are   expenencing   increasmg 
communication latencies. By increasing the token holding times of such   bottleneck 
statics w   can increase the communication bandwidth of the stations and thus  he 
batdwidth of the messages that are generated from the stations. This will reduce the 
communication latencies of the messages. 

We propose to develop algorithms that will determine the current optimal token holding 
LTof Ae processor stations that will achieve the real-time requirements, given the 
ZJ relrce availability, workloads, and real-time and survivability requirements of 
X aS Thus, our proposed algorithms will dynamically adapt the application to 
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changing workloads and achieve their real-time requirements on TTP networks through 
dynamic alteration of token holding times at processor stations. 

3.3       Hybrid Feedback Control Theory-based Adaptive Resource Management 

As discussed in Section 1, recent advances in real-time distributed systems research 
to^TZe produced  a  suite  of QoS technologies that  allow  asynchronous, 
decentralized real-time systems to achieve their real-time ^."^^CSTS 
which was not previously possible under classical real-time theory. However, the 
effectiveness of the QoS techniques in achieving the desired requu-ements is only 
f^^udied in the literature" This only validates the viability of the techniques for 
the set of operating conditions under which they have been studied. For example, efforts 
such as PN+98, HBNB97, HSNL97, RWS99, RSY98, RSYJ97] present techmques to 
monitor the application for adherence to the desired requirements detect situations when 
application fails to meet the requirements or exhibit trends for failures and recover 
from the failures. The effectiveness of the techniques is studied either through simulation 
Hy implementation (e.g., middleware) and evaluation using real-time benchmarks^ 
From such experimental data, the effectiveness of the techniques for Performing a 
recovery from a timing or survivability failure is known, given the nature of the failure 
conditions of external load, and internal resource situation. However, the general 
feasibility  conditions of the techniques  for achieving the desired real-time  and 
survivability requirements are not known. For instance, it is not known under what 
general conditions of resource availability (processors and networks) and external load 
(number of sensor reports and aperiodic events) do the QoS techniques achieve the 
desired requirements. 

We believe that it is impossible to determine the boundaries of feasibility and the 
limitations of the techniques through empirical study. To determine the feasibility 
conditions, a formal, mathematical study of the behavior of the techniques is essential. 
Knowledge of the feasibility conditions will allow the behavior of the techmques to be 
reasoned under all possible operating conditions of the system. 

This is a very difficult problem, as there does not exist any analytical frameworks for 
studying the behavior of resource management techniques for systems that have uncertain 
operating conditions. More significantly, there does not exist a theory and hence, tools 
and experimental methods for designing adaptive resource management techniques and 
for reasoning, evaluating, and validating their behavior. 

o 

m e(t) Controller u(t)      1  Plant 1 I    y(0 

Figure 1. Classical Feedback Control 

d(t) 
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To develop a mathematical foundation for designing adaptive resource management 
techniques and to understand and evaluate their behavior, we propose resource 
management techniques that are based on feedback control theory. In the discipline of 
feedback control theory, control theorists design control functions that optimize variables 
of physical systems based on continuous or discrete time feedback (Figure 1). The 
functions are analytically designed and their behavior is also studied analytically [PH96, 
SP96]. 

Feedback control, therefore, is remarkably similar to adaptive resource management 
techniques However, control functions that are analytically designed and studied in 
control theory for the most part, are linear-time invariant systems in continuous and 
discrete times. Asynchronous real-time systems are inherently non-linear. Therefore, we 
require a new paradigm to design control functions for such systems. We propose 
adaptive resource management control functions that are based on hybrid models that 
contain elements of different modeling paradigms [MSOO and references therein]. For 
instance a hybrid control system can have a finite state machine (FSM) model with each 
state represented by continuous dynamics in terms of controlled vector fields or 
difference equations. The controller can be explicitly part of the continuous dynamics or 
be implied, so that the task of the controller is to determine the destination state that is 
reached after a transition either synchronously or asynchronously. We believe that the 
class of hybrid system model that contains asynchronous finite state machines with 
continuous ordinary differential equations is the most appropriate model for 
asynchronous decentralized real-time systems. 

4.   Current Status and Accomplishments 

In this section, we describe the current status and our accomplishments toward solving 
each of the problems. Section 4.1 presents predictive resource management algorithms 
that forecast the resource needs of periodic computations and achieve their real-time 
requirements through regression theory-based prediction. Section 4.2 discusses an 
adaptive communication heuristic that adapts periodic computations to changing 
workloads through dynamic message reprioritization and achieves their real-time 
requirements. Finally, Section 4.3 presents an adaptive resource management control 
function that is based on the classical proportional integral derivative (PID) feedback 
control function. We study the performance of the techniques through a combination of 
simulation and benchmarking. 

4.1      Validation of the Effectiveness of Regression Theory for Adaptive Resource 
Management 

To determine the effectiveness of regression theory for forecasting the resource needs of 
computations and perform proactive resource management, we have developed predictive 
algorithms for periodic computations that satisfy their real-time requirements. We 
consider an example asynchronous, decentralized real-time system with trans-node tasks 
that are required to process data (sensor reports) that arrives periodically, within a 
specified end-to-end deadline. The upper bound on the size of the data that arrives during 
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each period is assumed to be unknown a-priori. Hence, the upper bound on the end-to- 
nf eScln Ltencies of the tasks during each period is not t«™^*™. 

The sub-tasks of the tasks (executable application programs) are assumed to be rephcable 
L thTt4 rephcas can be dynamically executed on multiple computing nodes to exploit 
0o™c achieve loaa sharing. Such application «scaling» tt .perfo™o reduce 

end-to-end task latencies when the data size increases at run-time and causes 
unaccepletask timelines, The application hardware is assumed to consist of a set of 
Sibuted processors with private memory (e.g., host machines) that share a common 
communication medium (e.g., Ethernet). 

We consider two predictive resource allocation algorithms, called Predictive I and 
pTediXTnthTare based on regression theory for achieving the rea -time requirements 
onhe tasls The algorithms determine the number of replicas of application programs of 
£ totothat « needed to adapt the tasks to changes in workloads through regression 

"«r«on. The resource usage characteristics of,application programs of 
the tasks are determined for a number of resource utilization conditions and external load 
Nations We u^the real-time benchmark application that has resulted from our past 
effort [Rav98, SWR99] as the example application. 

Figures 2 and 3 show sample plots of execution latency measurements of two application 
p25m. She benchmark called Filter and EvalDecide. The latency measurements are 
maS for increasing number of sensor reports processed by the programs at a number of 
Sfttm^CPU utilfzation levels (blue lines called "y" m *. **«•>■ F« ^J"* 
measurements made at a CPU-utilization, we first determine a second order non-linear 
regression equation that computes execution latency as a function of data size (red lines 
cXd^TMn the figures). Finally, we combine the equations for latency measurements 
made at the different CPU utilizations into a single regression equation that computes 
execution latency as a function of data size and CPU utilization (green lines called Y- 
rthTfi^rThe regression equation thus obtained for the benchmark is given by 
e = f(u d) = {^2 +a2u+a,)d2

+(by + b2u + b3 )d, where e is the execution latency (in 
milliseconds), u is the CPU utilization (%), d is the data size (in hundreds of data items) 
Z a,'. and *, 's are constants that are dependent upon the «?^ *^ ™^ 
illustrates the values that were obtained through measurements for a, s and bt s tor the 
two programs, Filter and EvalDecide. 

3 Fxamnles of such tasks can be found in distributed real-time combat systems such as the Navy's Anti-Air E^lesomchfösßcaaoe ^^       ^ ^^ ^ ^^^y 

Z^X^t^^ZJähn the number of sensor reports ("radar tracks") arenot 
SiJteS*^ as they defend upon the operational scenarios of the system and vary sxgmficantly 

between different scenarios. 
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Figure 2. Execution Latencies of Filter at Different CPU Utilizations and External 
Loads 
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Figure 3. Execution Latencies of EvalDecide at Different CPU Utilizations and 
External Loads 
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At run-time, when the application workload increases and causes a low timeliness 
sLZn the algorithms detect the situation and perform "diagnosis" to identify 
cSate programs of the task for replication. The two algorithms differ in the way they 

perform diagnosis. 

Predictive algorithm I performs diagnosis by assigning deadlines fJ^f^T«^ 
of the task from the end-to-end task deadline using a variant of the Equal Flexibility 
Strategy (EQF) proposed in [Kao95]. The algorithm identifies those application programs 
for replication that have missed their individual deadlines. 

Predictive algorithm II, on the other hand, analyzes        Table 1 Coefficients of Regmsion 
L trend of execution latencies of the application Equation for Predicting Program 
programs during a window of past task periods and Execution Laten«es 

identifies those programs for replication that are        Filter LvalDeciae 
exhibiting higher execution time growth rates. Once 59635E-05 
the candidate programs are identified, the algorithms a> = 153554E-05 «, - -1.5963* 05 
determine the optimal number of replicas that are a2 = f™**™       *Z^S^ 
needed to achieve the real-time requirement by a^0118*6™        ?~nS££ 
iterative* forecasting the program latency using the b, - -0-00028^       b, =_ ™™™% 
regression equation. The regression equation is used b2 = 0-02982759 h - f™%™ 
to predict the execution latency of a replica on the set b3 = 0.983699036        b, - 1.443762034 

of candidate processors on which it can be executed. The observed CPU utilizations of 
the processors and the data size that the replica will need to process are used in the 
equation The forecasted execution latency is then compared with the program deadline. 
The process is repeated in an iterative fashion, increasing the number of replicas with 
each iterative step until the program deadline is satisfied. Observe that with «ach 
additional replica, the data size load of each of the existing replicas is reduced and thus 
their forecasted execution time is also reduced. 

We compare the performance of the predictive algorithms with two non-predictive 
algorithms that determine the number of replicas using heuristic strategies. Our first non- 
predictive algorithm, called "external load-based" (or EL-based) determines the number 
of replicas based on the rate of change in the data size load of the programs. The 
algorithm decides on the number of replicas for sub-tasks of the tasks as a linear function 
of the rate of change in the data size load of the sub-tasks during a window of past task 
periods. 

The second non-predictive algorithm, called "resource availability-based" (or RL-based) 
determines the number of replicas based on resource availability. The algorithm xdentifies 
processors that are exhibiting utilization levels below a certain threshold value and 
replicates all the (replicable) sub-tasks of the tasks on such processors. We study the 
performance of the algorithms using the metric of missed deadline ratios during 
increasing workloads caused by high data sizes. 
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Figure 4 shows the missed deadline ratios of the four algorithms. Figures 5, 6, and 7 
illustrate the average CPU utilization, average network utilization, and average number of 
replicas used by the four algorithms, respectively. From the figures, we observe that both 
the predictive algorithms perform as effectively or better than the non-predictive 
algorithms. Also, we note that there is no significant performance difference between the 
two predictive algorithms. This is due to the ability of the diagnostic techniques 
employed by the algorithms to discriminate against poorly performing sub-task programs 
equally well. We also note that the external load-based algorithm misses more number of 
deadlines than all other algorithms almost at all times. 
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Figure 4. Missed Deadline Ratios of Predictive 
and Non-predictive Algorithms 
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Figure 6. Average Network Utilization of 
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Figure 7. Average Number of Replicas of 
Predictive and Non-predictive Algorithms 

Thus, the experimental results establish the effectiveness of regression theory for 
performing adaptive resource management. 

4.2      Validation of the Effectiveness of Adaptive Communication Mechanisms for 
IEEE 802.5 Standard 

To determine the effectiveness of adaptive communication mechanisms,  we have 
developed a heuristic technique for performing message reprioritization on IEEE 802.5 
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networks. We consider the same example asynchronous, decentralized real-time system 
discussed in Section 4.1. We assign initial deadlines to the sub-tasks (or application 
programs) and messages of the periodic tasks from their end-to-end deadlines using a 
variant of the EQF strategy [Kao95]. We perform the initial deadline assignment based 
on estimates of the initial operating conditions of the system. The message deadlines are 
then used to determine their (initial) priorities based on EDF. 

We have developed a centralized, adaptive communication algorithm called local 
message reprioritization (LMR) that monitors the performance of the end-to-end tasks at 
run-time and determines low timeliness situations by detecting missed deadlines of 
messages. Once a low timeliness situation is detected, LMR performs message 
reprioritization using a heuristic strategy. The algorithm first determines the set of 
messages of the task that have missed deadlines and orders the set according to their 
laxities (difference between deadline and message communication latency). Priorities are 
given to the messages of this set according to the Least Laxity First (LLF) strategy, 
starting from the highest priority that has been previously assigned to the sub-tasks or 
messages of the task. The priorities of the messages of the task that did not miss their 
deadlines are now reassigned according to EDF, starting from the next lower priority that 
has been given to the LLF-ordered message set. The intuition behind such a priority 
assignment is that we can exploit the communication bandwidth of the messages that are 
doing well and have higher laxities. This bandwidth can be used by the messages that are 
experiencing low laxities. LMR thus partitions the total message set of the task into a set 
of failed messages and a set of successful messages. Priorities are reassigned to the set of 
failed messages according to LLF and to the set of successful messages according to EDF 
within the priority range of the task (and hence the heuristic is "local"). 

We study the performance of the LMR heuristic strategy using the metric of missed 
deadline ratios and compare its performance with an adaptive resource management 
algorithm called PR that performs adaptation through process replication. The PR 
algorithm is a combination of the Predictive I and EL-based algorithms presented in 
Section 4.1. The algorithm monitors end-to-end tasks for low timeliness situations and 
identifies candidate sub-tasks of the tasks for replication by assigning individual 
deadlines to the sub-tasks using a variant of EQF [Kao95]. The algorithm identifies those 
sub-tasks for replication that have missed their individual deadlines and determines the 
number of replicas that are needed as a linear function of the rate of change in the data 
size load of the sub-tasks during a window of past task periods. Further, the algorithm 
selects the processors for executing the replicas using a "first-fit" load balancing strategy 
where the capacity of the processors is characterized using their CPU utilizations. 

The performance of the LMR and PR algorithms is studied during high workload 
situations caused by high number of sensor reports to be processed by the tasks, under 
three specific load scenarios: (1) communication latencies of the messages grow 
significantly with respect to process execution latencies as the workload increases (load 
scenario called LS-1), (2) execution latencies of processes grow significantly with respect 
to communication latencies as the workload increases (load scenario called LS-2), and (3) 

62 



both   message   communication   latencies   and   process   execution 
significantly as the workload increases (load scenario called LS-3). 

latencies   grow 

Figures 8, 9, and 10 show the missed deadline ratios, average CPU utilization, and 
average network utilization for the two algorithms during the three load conditions, 
respectively. From Figure 8, we observe that LMR outperforms PR during LS-1 when 
message latencies increase significantly with respect to process latencies. This is 
intuitive, since LMR performs adaptation at the message-level. In contrast, PR performs 
poorly during such situations when increase in process latencies is not substantial, 
thereby diminishing the prospects of the algorithm to make an impact through process- 
level adaptation. 

However, note that LMR performs as good as PR during LS-2 when increase in process 
latencies is significantly higher with respect to increase in message latencies! This is due 
to the fact that increase in process latencies also results in an increase in message 
latencies. Further, the ability of LMR to improve task timeliness for such indirect smaller 
increases in message latencies is significant. In fact, this is significantly better than that of 
PR for smaller direct increases in process latencies (observe the curves of the algorithms 
in Figure 8 for the data size range 1 through 16 for LS-2). 

However, as the message latencies 
indirectly increases and become substantial, 
LMR's ability to improve task timeliness 
also decreases and the performance becomes 
almost the same as that of PR. This intuition 
is clearly substantiated when we compare 
the performance of LMR during LS-1 and 
LS-2. During LS-2 when message latencies 
increase indirectly and less significantly, the 
algorithm is able to make a greater impact 
than during LS-1 when the increase in 
message latencies is direct and substantial. 
Finally, we observe that LMR performs 
almost as good as PR during LS-3 when 
both process and message latencies increase. 

Missed Deadlines 

11      16     21      26     31 
Max Data Size (1 scale unit: 

36     41 
16KB) 

Figure 8. Missed Deadline Ratios of LMR and PR 

' Such load patterns arc typical in radar track processing systems such as the AAW system, which contain 
components for radar track filtering, track classification, and threat evaluation. The radar may generate very 
high data loads that contain only small number of valid tracks, but significant amount of noise. This causes 
execution and communication latencies "up to" the filtering component to increase significantly during the 
data period. However, the latencies that follow the filtering component will be significantly lower. 
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Average CPU Utilization 

11     16     21     26     31 
Max Data Size (1 scale unit: 

36    41 
16KB) 

Average Network Utilization 

1 11     16    21    26    31    36    41 
Max Data Size (1 scale unit = 16KB) 

Figure 9. Average CPU Utilization of LMR 
and PR 

Figure 10. Average Network Utilization of 
LMR and PR 

Thus, our experimental results clearly validate the effectiveness and superiority of 
adaptive communication mechanisms through message reprioritization. 

4.3      Validation of the Effectiveness of Feedback Control Theory-based Adaptive 
Resource Management 

To illustrate the flexibility and correctness of the hybrid control paradigm, we describe a 
hybrid model for an example problem. We consider the same example asynchronous, 
decentralized real-time system discussed in Section 4.1. We can design an adaptive 
resource management controller for this system that determines the optimal number of 
replicas that are needed for each sub-task of the periodic tasks during the task periods. 
The hybrid system for the problem can be represented by a strongly connected directed 
graph where the graph nodes represent the system states and the control law has to decide 
when to perform a state transition and the destination state that is reached after a 
transition. For example, if we have two processors namely P and 0, that can execute two 
sub-tasks u and v, then the total number of different states that the system can be in is 
given by: 

2 

Total number of states with two processors and two sub-tasks = Q^C))2 

7=1 
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This turns out to be nine 
different states. The states 
correspond to [(u,P), (v,P)], 
[(u,P), (v,Q)], [(u,P), (v,P;v,Q)], 
[(u,Q), (v,P)], [(u,Q), (v,Q)], 
[(u,Q), (v,P;v,Q)], [(u,P;u,Q), 
(v,P)], [(u,P;u,Q), (v,Q)], and 
[(u,P;u,Q), (v,P;v,Q)]. The states 
are shown in Figure 11. Here, 
[(u,P), (v,Q)] indicates that the 
sub-task u is being executed in 
processor P and the sub-task v is 
being executed in processor Q. 
[(u,P;u,Q), (v,P)] indicates that 
the sub-task u is being executed 
in processor P and processor Q, 
and the sub-task v is being 
executed in processor P. Each of 
the finite number of states 
contains continuous dynamics to 
model the sub-task execution. 
The continuous differential 
equations within each state are 
simply x = -l+d that model the 
execution of each 

Figure 11. Strongly Connected Graph of the Sample 
Problem in Hybrid Design Paradigm 

(VJ3)   ; 

'(«,0   N 

sub-task in any processor, where the variable d represents the uncertainties in the 
execution time of a sub-task. At each instant in time, the controller has to decide whether 
to transition from the current state or to continue in the current state. If the decision is to 
transition from the current state, then the controller has to decide the destination state of 
the transition. 

The hybrid model thus indicates the execution time for each sub-task and the set of states 
that the system can be transitioned into, as a result of the decision of the controller. The 
objectives of the controller can include minimization of task missed deadline ratios and 
processor and network utilizations. We can formulate an optimal control problem using 
this model and can use game-theoretic approaches to counter the disturbances and 
uncertainties. Also, we can add projection dynamics to enable the system to be "viable" 
at all times. To model situations such as processor failures, the topology of the FSM itself 
can be made to be time varying. 

To determine the effectiveness of adaptive resource management techniques that are 
based on feedback control theory, we designed an adaptive resource management 
controller for the above problem that determines the number of sub-task replicas using 
the classical proportional integral derivative (PID) feedback control function. The 
function uses the sum of weighted error, integral of error, and derivative of error terms as 
the        control        variable. We        define        the        error        term        as 
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e(k) = wl(x(k)-X(k)) + w2(u(k)-U(k)) + w3n(k) + w4m(k), where k is the sampling 

instant, x(k) is the actual task execution time for processing the data that arrived in the 
previous period, X(k) is the desired task execution time, u(k) is the actual average 
utilization of the processors during the previous period, U(k) is the desired utilization, 
n(k) is the actual average network utilization during the previous period, and m(k) is the 
missed deadline ratio. Based on the error term, a PID control function that computes the 
change in the number of replicas for each sub-task of the task is given by: 

k 

ästj{k) = klie{k) + k2^e{j) + kiie{k-\);       i G[0,1,..H] 
7=0 

Through a simulation study, we evaluated the performance of the PID-based technique by 
comparing it with two "static" controllers that always use a constant number of sub-task 
replicas. One static controller called Static-3, uses half of the available number of 
processors as the (constant) number of sub-task replicas and the other controller called 
Static-6, uses the maximum available number of processors as the number of sub-task 
replicas, to exploit maximum concurrency. We study the performance of the resource 
management controller functions during situations of high workloads caused due to 
increasing number of sensor reports. 

Missed Deadlines 
80 

70 

60 

50 

!40 

30 

20 

10 

-PID 
-Static-3 
- Static-6 

3     5     7     9    11    13   15   17   19   21 
Max Data Size (1 scale unit = 16KB) 

23   25 

Figure 12. Missed Deadline Ratios of 
Feedback and Static Controllers 

Average CPU Utilization 

PID 
Static-3 
Static-6 

5     7    9    11   13   15   17 
Max Data Size (1 scale unit = 

19  21   23  25 
16KB) 

Figure 13. Average CPU Utilization of 
Feedback and Static Controllers 
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Average Network Utilization 

5     7    9    11    13   15   17   19   21   23   25 

Max Data Size (1 scale unit = 16KB) 

100 

Combined Performance Measure of Missed 
Deadline Ratio, CPU utilization, and Network 

utilization (On Log Scale) 

10 
Max Data Size (Log Scale) 

100 

Figure 14. Average Network Utilization of 
Feedback and Static Controllers 

Figure 15. Combined Performance of 
Feedback and Static Controllers 

Figures 12, 13, 14, and 15 show the missed deadline ratios, average CPU utilization, 
average network utilization, and a performance metric that combines missed deadline 
ratios and CPU and network utilizations for the three resource management controller 
functions, respectively. From Figure 12, we observe that the missed deadline ratios of the 
Static-6 controller is the best, that of the Static-3 controller is the worst, and that of the 
PID function lies in between. This is because the Static-6 controller always produces the 
maximum number of sub-task replicas and thereby exploits the maximum available 
concurrency in the system. Hence, the performance of the controller is the best. However, 
this significantly increases the CPU and network utilization (Figures 13 and 14). The 
Static-3 controller on the other hand, utilizes only half the available concurrency. This 
may not be sufficient for adapting the application to increasing data sizes. Hence, the 
controller performs poorly. However, the CPU and network utilization caused by the 
controller is significantly low. 

The PID controller adapts the application to increasing data size situations by using the 
minimal number of replicas that is determined through feedback control. The 
performance of the controller thus falls between the best and the worst for all three 
metrics. The PID function thus produces the lowest value for the combined performance 
metric that aggregates the three metrics of missed deadlines, average CPU utilization, and 
network utilization at all times (Figure 15). 

The experiments thus illustrate the effectiveness of feedback control theory for designing 
adaptive resource management techniques. However, note that the parameters of the 
control function are determined here using the experience of the designer. This might 
work in many practical applications, but does not give a generic model and analytical 
performance guarantees for most of the actual problems. It is clear that a complete theory 
needs to be developed to enable the design of feedback controllers for asynchronous 
decentralized real-time systems that provide the desired specified behavior. We propose 
the use of the hybrid system philosophy as a framework and methodology for designing 
feedback controllers for such systems. The traditional control designs lack in providing 
this required framework due to their inherent difficulties in dealing with non-linear 
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models. We believe that this would provide guarantees of optimality or desired transient 
and steady state performance even in the presence of disturbances and uncertainties. 

5.  Publication, Presentation, and Related Activities 

Our publication, presentation, and other related activities during this quarter includes the 
following: 

Publications 
1. B. Ravindran, "On Predictive Resource Management Algorithms for Asynchronous, 

Decentralized Real-Time Systems," Journal of Systems Integration, Submitted April 
2000 (under review). 

2. B. Ravindran and P. Kachroo, "Adaptive Resource Management in Dynamic, 
Distributed Real-Time Systems Using Feedback Control Functions," Twentieth 
Conference on the Foundations of Software Technology and Theoretical Computer 
science, Submitted June 2000 (under review). 

3. B. Ravindran, P. Kachroo, and T. Hegazy, "Intelligent Feedback Control-based 
Adaptive Resource Management for Asynchronous, Decentralized Real-Time 
Systems," IEEE Transactions on Systems, Man, And Cybernetics Part C: 
Applications And Reviews, Submitted July 2000 (under review). 

4. B. Ravindran and S. Edwards, "Palette: A Reuse-Oriented Specification Language for 
Real-Time Systems," Software Reuse: Advances in Software Reusability, William 
Frakes (Editor), Proceedings of the Sixth International Conference on Software 
Reuse, Lecture Notes in Computer Science, Springer-Verlag, Volume 1844, pages 20- 
40, June 2000, Available at: http://www.ee.vt.edu/~binoy/papers.html 

Presentations 
1. B. Ravindran, "Palette: A Reuse-Oriented Specification 

Language for Real-Time Systems," The Sixth International Conference on Software 
Reuse, Vienna, Austria, Lecture Notes in Computer Science, Springer-Verlag, 
Volume 1844, pages 20-40, June 2000. 

Other: 
Guest Editor (with E. Douglas Jensen), Special Issue on "Asynchronous Real-Time 
Distributed Systems," IEEE Transactions on Computers, Scheduled for publication in 
2001. 

6.  Planned Efforts for the Next Quarter 

Our planned activities for the next quarter includes the following: 
1. Develop proactive resource management algorithms that achieve the real-time 

requirements of aperiodic computations without affecting the timeliness of other 
computations (negotiation mechanisms will be developed in the subsequent 
quarter) 

2. Design metrics for evaluating the effectiveness of proactive resource management 
algorithms 
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4. 

5. 

Develop adaptive communication (centralized) heuristic strategies for Timed 
Token Protocol . 
Develop decentralized adaptive communication heuristic algorithms for (1) IEEE 
802.5 priority-driven protocol and (2) Timed Token Protocol 
Design hybrid models for benchmark problems in asynchronous decentralized 
real-time systems (e.g., determining the number of current optimal sub-task 
replicas for satisfying the real-time requirements) 
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Financial Status 

Total Project Budget/Actual 

-Budget 

-Actual 

Apr- May- Jun-   Jul-  Aug- Sep- Oct-  Nov- Dec- Jan-  Feb- Mar- Apr- May- Jun-   Jul-  Aug- Sep- Oct-  Nov- Dec- Jan-  Feb- Mar- 
00     00     00     00     00     DO     00     00     00     01      01     01      01     01     01      01     01      01     01      01     01     02     02     02 

Personnel Budget vs. Actual 

1,000,000.00 

900,000.00 

800,000.00 

700,000.00 

600,000.00 

500,000.00 

400,000.00 

300,000.00 

200,000.00 

100,000.00 

0.00 

-Personnel Budget 

- Personnel actual 

A^r_rwi   M->w_nn    ii.n_nn     ini_nn    i..njm  c=^_nn   rw_nn   MmJin  n=^jin    Un_n-i    c=k_i"M   ««->i-_ni 



Equipment Budget vs. Actual 

200,000.00 

180,000.00 

160,000.00 

140,000.00 

-Equipment 

-Equip. Actual 

0.00 
Apr-00   May-00   Jun-00    Jul-00    Aug-00   Sep-00   Oct-00   Nov-00   Dec-00   Jan-01    Feb-01   Mar-01 

Other Direct Costs vs. Budget 

400,000.00 

350,000.00 

300,000.00 

250,000.00 

200,000.00 

150,000.00 

100,000.00 

50,000.00 

0.00 

-Other Direct costs , 
-ODC Actual 

Apr-00   May-00  Jun-00   Jul-00   Aug-00 Sep-00  Oct-00   Nov-00  Dec-00  Jan-01   Feb-01   Mar-01 
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